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study Strategy and Learning Objectives
please Remember The Following Study Strategy and Leaming Objectives:
1
(udy Strategy: . _ ‘
Sl gim, read this section with the limited objective of simply trying to understand
' the following important key terms and concepts: Null hypothesis, Sample size
determination for hypothesis fes!, One-and two- sided alternative hypotheses tests,
aceeptance and Critical regions for a fest statistic, Test statistic, Connection
penveen hypothesis tests and condense intervals, Significance level of a test, Tipe I
and fipe Il errors,  Z-test, t-icst, large sample test, small sample test, difference
between Z-test and t-test, Test for homogeneity, Power of the test, ANOVA.
3. Second, try to understand what they accomplish, and why they are needed; and
develop the abiliry to calculate or select them.
3, Third, leam how to interpret them. )
4. Fourth, read the section once: again and try to understand the underlying theary.

‘ou will always enjoy much grcater success if you undcrstayd what you are
doing. instead of blindly applying mechanical steps in order to obtain an answer that
may or may not make any sense.
Learning Objectives:

After careful study of this chapter you
1. Structure engineering decision-maki
2. Structure comparative experiments involvis |
3. Test hypothescs and construct confidence intervals o mean
distribution and on the difference in two population mcans using either a Z-rest
" or a t-test procedure. ) . t
4. Use the P-value approach for making decisions in hypotheses tests. .
5, Compute power, type 1l emor probability. and make sample size selection
decisions for one sample and two sample [¢sts on means. )
6. Explain and use the relationship between confidence intervals and hypothe;ns lcslms.
7. Understand how the analysis of variance is used to analyze the data from the
experiments
8.1 Introduction » o
Estimation theory and hypothesis testing are lnl‘cgml parts of statistical mfcrcnge;
A parameter can be estimated from sample data either by a single num'bur'(et p(fn:n
estimation) or an entire interval (a confidence imcrval?. How_evcr, the objccllv;o[
investigator is not to estimate a parameter but to decide which of two contra |cf ‘:{i
claims about the paramcter is cofect. Methods for accomplishing this consist 0|
art of statistical inference called hypotheses testing. ) .
P Therefore, in estimate theory, we learned how to estimate the values of population
parameter. In this chapter, we will leam h

Definitions: Hypothesis and Test of hypnthesif o ;
Hypothesis is a quantative statement (or claim) about a property of a population

parameter. In other words, it is an as::rruuption or presumplion or - claim about
population parameter. It may or may not be truc.

should be able to do the following:

king problems as hypothesis tests on mean.
Iving two samples as hypothesis tests
n single mean of a normal
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ow to test the values of population parametets.
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A hypothesis fest (or fest of significance) is a standard procedure for testing 3

claim about a property of a population ©

That is, a statistical procedure that involves formulating hypotheses and testing
of validity (or reliability) of the hypothesis on the basis of samgle information s
called fest of hypothesis or test of significance. By test of hypothesis we can find out
whether it deserves acceptance or rejection.
There can be various types of hypothescs (claims).
For example: :

1. The defective items produced by a particular machine is 3% of the total production.

2. A particular drug cures 80% of the patients suffering from malaria.

3. A reporter claims that the majority of Nepalese derivers run red Jights.

4. Medical researchers claim that the mean body temperature of healthy adults
is not equal to 98.6°F.

5. When new equipment is used two manufacture aircraft altimeter, the ncw
altimeters are better because the variation in the errors is reduced so that the
reading are more consislent.

A hypothesis is concemed with the behavior of an observable random varmblc
and is tested on the basis of limited results obtained from samples. An assumption 15
made about the parameter. To test the assumption, a sample is sclecled from the
population, a sample statistic observed, the difference between the sample mean and
the hypothesized value calculated, and the difference is tested for significance. Smaller
the difference, closer is the samplc mean to the hypothesized value and vice versa
Before beginning to study this chapter, you should recall—and understand
clearly—this basic rule.
Rare Event Rule for [nferential Statistics
If; under a given assumption, the probability of a particular observed event is
exceptionally small, we conclude that the assumption is probably nof correct.
Following this rule, we test a claim by analyzing sample data in an attempt to
distinguish between results that can eastly occur by chance and resulis that are
highly wnlikely to oceur by chance. We can explain the occurrence of highly unlikely
results by saying that either a rare event has indeed occurred or that the underlying
assuinphion 1s not truc.

8.2 Basics of Hypothesis Testing

In this section, we describe the formal components used in hypothesis testing:
null hypothesis, altemative hypothesis, test statistic, critical region, significance
level. cntical value, P-value, type [ error, and type 11 error. The focus in this section
is on the individual components of the hypothesis test. whereas the following

sections will bring those components together in comprehensive procedures. Here
are the objectives for this section.

Objectives for this Sectinn

1. Given a claim, identify the null hypothesis and the alternative hypothesis, and
express them both in symbolic form, 3

b3 G:wcn aclaim and sample data, calculate the value of the test statistic,
_ 3. Given a significance level, identify the critical value(s).
4. Given a value of the test statistic, identify the P-valuc.
, 5. State the conclusion of a hypothesis test in simple, nontechnical tenms,
¢ &. Identity the type 1 and type Il errors that could be mzde when testing a given claim. "
8.2.1 Types of Hypotheses
There are two types of Hypotheses:
(1) Null hypothesis and; (2) Alternative hypothesis
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8.2.2 Null Hypothesis (or Neutral hypothesis)

The null hypothesis (denoted by Hy) is the claim that is initially assumed to be
true (the ‘prior belief* claim). This hypothesis is under test or verification. It is
assumption or presumption about the population parameter. Generally Null
hypolhesns is a hypothesis of no difference which means that there is no significant
difference between the sample slatistic and the population parameter, in case
difference is seen, that is merely due to fluctuation of sampling.

Therefore, the mult hyporhesis is a statement that the value of a population
paramcter (such as proportion, mean, or standard deviation) is a eqral fo some claimed
value. Here are some typical null hypotheses of the type considered in this chapter:

Hy: u=98.6 Ho:p=0.5 Hy =15 .
We test the null hypothesis directly in the sensc that we assume itis
true and reach a conclusion to either reject H, or fail to reject Ho.
If the population has specified valu, say 4, the null hypothesis can be set up as:
Hy: p= gy, i.e., the population has specified mean value f.

For example, a manufacturer of dairy milk claims that, on an average, its
pocket contains 1000 ml of milk. In reality, this claim may or may not be truc.
However, we will initially assume that the manufacturer's claim is true. To test this

claim, we set up null hypothesis as:

) f_foi 4= 1000 ml, i.e. manufacturer's claim is true. Here, the manufacturer’s
claim will be true if all the packets, on an average, contain 1000 s/ of milk.

8.2.3 Alternative hypothesis

The alternarive hypothesis (denoted by H, or H,) is the statement that the
parameter has a value that somehow differs from the null hypothesis. Alterative
hypothesis is likely to be accepted if the null hypothesis is rejected. It is set up
against null hypothesis. So it is complementary hypothesis to the null hypothesis. It

is also called hiypothesis of difference.

For the methods of this chapter, the symbolic form of the altenatives hypothesis
must use one of these symbols: < or > or # . Here are nine different examples of
alternative hypotheses involving proportions, means, and standard deviations:

Means: Hy:p>98.6 Hy:u<98.6 Hy:u=98.6

Proportions: H:p>05 H:p<05
Standerd Deviations: Hy:0>15 Hy:o<ls

Suppose, we want 10 test the null hypothesis that the population mean g has a
specified value z. Now, we set up alternative hypothcsis £1) follows:

Ho: = py.
We will consider three possible alternative hypotheses:

(i) Hi: p = po. That is, there is significant difference between sample

statistic and population parameter.

(ii) Hy: p#> po. ic., population mean is greater than .

(iii) fy: ot < fo, i.e. population mean is less than 4. )
Here (i) is called twe tailed ot rwo sided altemative hypothesis and (i), (iii) are
called right and left tailed or one sided altemative hypothescs respectively.

General puideline for selecting the null hypothesis Hq:

When the goal of an experiment is to establish an assertion, the negat
assertion should be taken as the nult hypothesis. The assertion becomes the

alternative hypothesis.

-330-

R R o g
i ot b s

e

pProbability and Statistics For Engineers

; the hypotheses: ) ) )
M’L"H————L—;‘,}pnmem is the claim we wish 1o establish,

claim of the manu
{he above example,

will be false ifits m
Note:
1. In above example, W

z

Here, he
or more (I
exactly or approxi

loss

1.

H,: The alrernnl!'t
Hy: The nnll hypot :
For example, suppose 2 consumer protection group wishes 1 e
facturer. In order to test the claim of the m
H, will be set up as follows:
Hy: 1< 1000 mi, ic., manuf:lcllurur‘s claim is false. The manuracm!mcb
jlk packets contain, on average, less than 1000 m/ of milk im

hesis is the negation of the claim.

St the
anuf; acturey f,

¢ do not sct up alternative hypothesis as A, : 2> 1000
because if all packets contain more than 1000 er milk, then the m"‘““ra‘c;u,:ﬁ
claim is also valid. So, we formulate ahcmanyc hypothesis from COnsumey,
side in the sense that if cach packet contains more than 1000 py 4,
consumer gets more quantity at the same cost. He_ncc, we wish to tes| w}
each packet contains less than 1000 m?. We will reject the manufy,
claim if each packet. in an average; contains lcss_lhan 1000 m!.

If the manufacturer wishes to test his own claim, then manufacturey sets g
alternative hypothesis as: Hy: #1000 mi.

wishes to test to determine whether cach packet contains significantly Jee
han 1000 ml. He always wants fo fill the amoum of milk in each mk{(
mately 1000 m! because if he fills more than 1000 m/, he will pe 'n
and if he fills less than 1000 ml he will lose the customers.

The following rules will help while setting up I1y and Jf,
Null hypothesis are of the form
Hy: =8 or Hy: 62 A, or Hy: 0< 8,
but while conducting the test, in general, hull hypothesis is exfiressed asan
equality, i.e., Hy: 6= 8,
and the altemative hypothesis are expressed in the form of strict inequality
like H): 0> BorHy 8<GorH: 826
[Here parameter & could be mean ., proportion p, vanance o and so on)
If we want to test, say,
Hy: 0< 8 against H: 8> 8, it suffices to test
H,: 8= 6, ogainst H: 8> 6,

then
ethey
trers

n

2. The conclusion expected as a result of the test should be placed in the

alternative hypothesis.

3. Null hypothesis is tested or verificd.

4, Null and alternative hypothesis are complementary.

Note about forming your own Claims (Hypotheses)
If you are conducting a study and want to use a hypothesis test to support your claim, the
claim must be worded so that it becomes the alicrnative hypothesis. This means t
your claim must be expressed using only these symbols: < or > or #. You cannot L¢3
hypothesis test to support a claim that some parameter is equal to some specified value

For example, suppose you have developed a magic potion that raises 1Q scores 0

that the mean becomes greater than 100. If you want to provide evidence of the potion's

effectiveness, you must state the claim as g >100. (In this context of trying
goal of the rescarch, the altemnative hypothesis is sometimes referred 1o a3 !

1o suppart e
he rescarch

hypothesis. Also in this context, the null hypothesis of g = 100 is assumed to be e
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{he purpo: § %
ejection of the null hypothesis so that the claim of 4> 100 is supported)

Note about Identifying H, and H;: The following Figurc summarizes the
cocedures for identifying the null and alternative hypotheses. Note that the original
statement could become the null hypothesis. It could become the altemative
hypothesis, OF it might not correspond exactly to cither the null hypothesis or the

alternative hypothesis.

Figure: Identifying Ho and M, @

Identify the specific claim or hypothesis to
be tested and express it in symbolic forn.

\

Give the symbolic form that must be true
when the original claim is false...

Of the hwo symbolic expressions obiained so far, let the
aliernative hypothesis Hy be the one not containing

equality, so that H, uses the symbol <or > or#. Let the

- null hypothesis Ho be the symbolic expression that the
parameter equals the fixed value being considgred.

For example. we sometimes test the validity of someone else's

the claim of the Coca Co
cans is at least 12 02." That claim can be expressed in symbols as

if that original claim is false. then g < 13, but the null hypothesis is 4 =12. We will
be able 1o address the original claim after determining whether there is sufficient

evidence o reject the null hypothesis of 4= 12.
m (Identifying the Null and Aleernative Hypotheses)

Use the given claims 10 express the corresponding null and alternativ
symbolic form,
(a) The proportion of drivers wha admit 1o running red
(b) The mean height of professional basketball players is at most 7 fL.
(¢) The standard deviation of IQ scores of actors in cqual to 15.
Solution: Sce above figure. which shows the three=step procedure.
(a) Insleps | we cxpress the given claim as p > 0.5. In step 2 we see that

is false, then p < 0.5 must be true. In Step 3, we see that the expressionp > 0.5
does not contain cquality, s0 we let the aliernative hypothesis Hybep> 0.5,

and we let Ho be p =0.5.

In Step 1 we express " mean of at most 7 1" in sy
sce that if g S 7 is false, then g > 7 must be true. In Step 3, we
expression g >7 docs not contain equality, so we let aliernative
be x> 7 and we let Hobe i =1.

| (c) In Step | we express the giv
] is false, then o# 15 be must be true. In Step 3, we let altermat
be is o= 15,and we let Hobe 0= 15.

L

[

-
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se of conducting the hypothesis test, but it is hoped that the conclusion will be

audhed

claim, such as

1a Bottling Company that "the mean amount of Cock in
uz 12 Wesee that

¢ hypotheses in

lights is greater than 0.5

mbols as u < 7. In Step 2we
sec that the
hypothesis 1

en claim as o= 15. In Step 2 we sce thatif o= 13
ive hypothesis H\

m (Set up null and alternative h)'p(rrlwm.\'ﬁtr the following claims)

(a) Suppose a company has implemented a new advertising program in the hope of
increasing sales from last year's annual average of Rs. 10 million. Test whether
the new advertsing program was successful. Here we sctup hypotheses as:

Null Hypothesis Ho: pf = 10 millions, i.e., the ncw advertising program was
not successful.
Alternative hyposhesis Hy: pt> 10 millions. i ¢. the new advertising program
was successful. The program 1s cuccessful if sales of current year is
greater than that of last year, othenwise, not successful.
(b) Set up aliernative hypothesis against the mill hypothesis that the per capita
income of Nepalese income is (i) different from Rs 10,000,
(ii) Less than Rs. 10,000, (iii) more than Rs. 10,000.
Solution: .
W ANull hypothesis Ho: 4= Rs. 10,000
Alternative hypothesis Hy:1#Rs. 10,000.
(ii) Null hypothesis Hy: 42 Rs. 10,000 (Note that this contains cquality sign also)
Alternative hypothesis Hy : 1 < Rs. 10,000.
(iity Null hypothesis Ho 4 < Rs. 10,000.
Alternarive hypothesis H: 1> Rs. 10,000.
(c) Ifwe think about the judicial system in terms of a hypothesis test we setup
null and aliernative hypotheses as
Null hypatlresis: Hy: the person is innocent

Alternative hypothesis: Hy: the person is not innocent.

83 Types of errors in testing of hypothesis

] Since the deFision 10 accept or reject the null hypothesis Ho is made on the
basis of informations obtained from the sample data only, there is always a
possibility of error. There are four possible decisions:

(i) Accepting Ho when Hg s true

(ii) Rejecting Hy when Hy is true

(iii) Accepting Howhen H, is false

(iv) Rejecting Ho when Hyis false.

Here decisions (i) and (iv) are correct decisions but (ii) and (iii) are wrong decisions
Thus, in testing of hypothesis, we may commit two types of errors: ‘
(1) Type Lerror, and (2) Type 1l error. -

8.3.1 Type |l error

The error committed in rejecting null hypothesis Hy when it i
558 PR ‘2 ¥ o when it is true, is called
diﬁmﬁd & ;—rrh}: iesr.rar of the first kind. The probability of making Type 1 error is

P(Reject Howhen Hy is true) = P(Type 1 error) = a.
Also ais also called size of type 1 error. '

Here, ais referred to as level of signi . ieni :
specified by the decision maker himsj;l;A/";\jci:st"llétl.r;r:\cozibc;‘tlt;‘:\m:c = Cl~l's Al
problems, level of significance is fixed at 5%. kence, the risk oL‘c L
error is always under the control of decision maker. ‘The con1\plcl:1trr\\\tml;““g' sl
a) is c.a'llcd the ca:_uﬁdcnce cocfficient. The confidence fici [} a(l“'j-v 1 -
probability of accepting Hp when Hy is true. That is cocfficient (1-¢) is the

P(Accept Ho when Hp is true) = ]—‘C‘(
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8.3.2 Type Il error

The error committed in accepting null hypothesis H, when it is false, is ealled
Type I error. The probability of making Type I/ error is denoted by A That is,

P(Accept Hy when it is false) = P(Type 1 error) = 4
Here fis also called size of type I error. The probability Jdepends upon the gap
bflwccn sample statistic and the population parameter. If the gap is too low, ﬂ Is
!ngh and vice-versa. The complement of f3, (1 — /) is called power of the test which
is the probability of rejecting the null hypothesis when it is false. That is,
P(Reject Iy when Hy is false) = | -

These two types of errors can be prescnted in table as;

Stanstical decision Acteal Sitvation
Ho 18 true Ha is lalse
Accept i, correct decision, Type Il ervor,
confidence coeficient = | —a P(Type M error) = /1 __
Reject Ha Type I emor, Pltype | error) = @ | Cormoct duvision, Powerof et =143
Notation: E

@ (alpha) = probability of a type | error (the probability of rejecting the null
hypothesis when it is true)
Plbeta) = probability ofa type 11 error (the probability of failing to rcje:c( anull
hypothesis when it is falsc)
In terminology of Industrial Quality control while inspecting the quality of
manufactured lot.
a= P(ype I error) = P[rejecting a good lot]
and f=P(type Il crror) = Placcepling a bad lot)
where aand £ are known a producer’s risk and consunter's risk respectively. 17
we consider conscquences of both types of crrors, we find that type IT error more
serious than type I error,

For example, suppose a drug is administered to a few patients to cure the
particular discase and the drug is curing (he disease, But if it is discontinued by
claiming that the drug has adverse effect, it is type I error. In contrary to this, if the
drug has, in fact, adverse effect and continued to administer to patients claiming that
the drug has good effect, then it is type 11 error.

How to remember type I and type Il errors?
Please remember the words “ROUTINE FOR FUN." Using only the consonants
from those words (RouTiNe FoR FuN), we can casily remember that a type 1 error
is RTN: rejeet true null (hypothesis), whereas a type 11 eror is FRFN: failure to
reject a false null (hypothesis).

m (Udenrifving Type I and Type Il Errors)

Assume that we are conducting a hypothesis test of the claim that p> 0.5, Here are

the null and alternative hypotheses: Hy: p =0.5 versus H,:p > 0.5
Givce statements identifying (a) a type 1 error. (b) a type 11 error.

Solution:

(a) A type | ervor is the mistake of rejecting a true null hypothesis, so this is a
type I error: Conclude that there is sufficient evidence to supportp > 0.5,
when in reality p =0.5.

(b) A type [l error is the mistake of futling to reject the null hypothesis when it is
false, so this is a type Il error: Fail to reject p = 0.5 (and therefore fail to
support p > 0.5) when i reality p >0.5.
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_‘\
Controlling Type 1 and Type Il Erruhrs .
One-step in our standard grocfdure for !Cslfrg yFn 565 inVolves the g
f ienificance level a. which is the pmbahlrxly of a type 1 enor HO“E\m,“
of the sig 11 error)]. It would be great if we could always have “=01Mc
don't se1-ccl ﬂ[(:(rylpet is not possible, so we must attempt o manage the and g
=0, butin rcﬂmy}: . giically it can be shown that &, /% and the sample s nfmr
Pmb“b'hms:hMmr:?choosc "or determine any two of them, the third is ““‘Onm;:a;‘,l
rclatcdj sod“_[_:: ‘::S‘.:I practice in research and industry is 10 select the valyes “(aer;;
:’elenlr;:i'n-luc of Jis delenmined. Depending on the sefousness of a 'Y;.pc lenor, 1y
g st that you can tolerate. For type T emors with inore M
e lnrie-sucﬂ ﬂmalicr values of @ Then choose a sample size n a5 large M.‘is
consCCIuc]ncct;;;scd on -considcralions of time, cost, and other relevant factory (Samgle
:?:zﬂzzﬁ::r;ﬂmliuns were discussed in previous Chapters) The following Pml!v,cai
i i ay be relevant:
ct:ns;i:rr‘:\l:iné:clsya‘ an increase in the sample size & will cause a decrease in g
. il lS a larger sample \viI.l lessen Aﬂ}c chance lh.n! you make the ermor of noy
rejecting the null hypothesis when it's ac(ual!y fdlsc:_ .
2. For any fixed sample size 21, 2 decrease in @ \lull cause an increase iy
Conversely, an increase in a@will causc a duerc;se inf
3. To decrease both and £, increase the sample size n.

These two types of crrors depend on each other apd cannot be minimized
simultancously for a test of hypothesis for a fixed sample size. Lowering the value of
a will raise the valuc of fand lowering the value of £ mllvr:usc the value of o
However, we can decrease both @ and J simultancously by increasing the sarpl;
size but due to the limit of resources, it is not posmblu:., Therefore, for given apl
we minimize more serious error afier fixing up less serious error Thus, we fix o the
size of fype I crror and then try to obtain a Ll'n'tv:ri‘on which minmizes £, the size of
type 1L error. A test with both aand fsmall is desirable

Power of a Test

We use fto denote the probability of failing to rcject a false null hypothesis (1ype
11 error). It follows that 1 = B is the probability of rejecting a false null hypathens
Statisticians refer to this probability as the power of a test, and they often use ity
gauge the test's effectivencss in recognizing that a null hypothesis s false
Definition: The power of the hypothesis test is the probability (1 = f) of rejectings
false null hypothesis, which is computed by using a particular significant level ¢ard
a particular value of the population parameter that is an altemative to the value
assumed true in the null hypothesis. That is, the power of hypothesis test is the
probability of supporting an alternative hypothesis that is true
8.4 Test statistic, Critical Region and Acceptance region,

Significance level, Critical Value, and P ~Value

Test statistic
Definition: The test starisric is a value calculated from the sample data, and it 5
used in making the decision whether the null hypothesis should be accepied of
rejected in our hypothesis test,
The test statistic is found by converting the sample statistic (such as the sample

proportion 5, or the sample mean ¥, or the sample standard deviation S) to 5%

Itﬂqgn
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ot e bt ) with the assumption lha! the null hypothesis is true. The test
m-uc can therefore be used for determining whether there is significant evidence
smmrl (he null hypothesis. In this chapter we consider hypothesis tests involving
ng:l?\; and. Based on results from preceding chapters about the sampling
::ﬁ:nbuf‘"“s of proportions, means and standard deviation, we use the following test
SO e vest statistic fits the common format of:
(Sample statistic) = (Claimed value of population parameter)

(Standard ervor of sampal statistic)

Test statistic =
6 -E@)
S.EG)

Z=“"'"""‘X =:08] =—LX —4 if o7 is known
sE@X) onn

or, f=X—-"l‘l if o¥ is not known.
SAln

Test statistic for mean [

N
Test Statistic for propartion p. 2= r-g
\/Za

- n
(1=

o!

The above test statistic for a proportion does not include the continuity correction
tat-we usually use when approximating a binomial distmibution by a normal
distribution. When working with proportions in this chapter, we will w?rk with large
samples so the continuity comection can be ignored because its effect is srrn:sllf Also,
e test statistic for a mean can be based on the normal or Student t distribution,
depending on the conditions that are satisfied. When c}_\oo_sing bcrg’:cn the normal or
student ¢ distributions. this chapter will use the same criteria described as before.

Critical Region and Acceptance region _ o

The sampling distribution of test statistic is divided into two regions: _Rkyfmu:;
regian and Acceptance region. The region where the true npll l}ypOlhtSls H, is rejecte
is called critical region or rejection region. The critical region is the set of all values of
the test statistic that cause us to reject the null hypothesis. In other words, l_hc area
covered by Type { error in the probability density curve is knmj\m as cntical r?glonA "

The region where the true null hypothesis o is accepted is c?lle
acceptance region. Thus acceptance region consists of all the values of test

statistic for which H, is accepted.
itical value: )

El;::‘i:: value is any value that separates the critical regions (where we reject
the null hypothesis) from the values of the test statistic thm‘ d? not lead to TCJCCI:}(::
of the null hypothesis. That is, the value of the lcst' s.tausuc that sepfxral'cs y
critical and acceptance regions is called the critical value ?r slgmﬁt‘lf"
value. The critical values depend on the nature of the null hypothesis, the sampling
distribution that apphes, and the significance level a.

Test statistic for standard deviation a: %=
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Accefunc
Kejection ‘"": ncs Reyeciion
Region | i "‘I“" Region
..f T=0 Z-0 <
Catical value Cnncal value

() Left tuiled test (i) Right tailed test

Rejection Region Rejection Region

n

lowerenucal value  upper enitical valuc
(i) Two tailed test

Significance level

The significance level (denoted by @) 1s the probability that the test statistic
will fall in the critical region when the null hypothesis is actually truc. If the text
statistic falls in the cntical region, we will reject the null hypothesis, so « ts the
probability of making the mistake of rejecting the null by prosthesis when it is true.

So the maximum size of fype 1 error, which we are prepared to risk is
known as the significance level. So, @ = P(type 1 crror). We define the
confidence level for a confidence interval to be the probability 1 —a.

Commonly used levels of significance are 1% and 5%. Significant at 5% is stated
as significant (for moderate precision) and 1% level as highly significamt (for high
precision). Not significant is related to the acceptance of the null hypothesis. If we adopt
a=5% level of significance, it shows that in 5 true samples out of 100, we are likely 10
reject a correct Ay In other words, we arc ready to take a 5% risk of rejecting true null
hypothesis Ho, 1.e. the probability of rejecting the true Hg is 5% = 0.05.

So il is a value indicating the percentage of sample values that is outside

certain limits assuming the hypothesis 15 correct; that is the probability of rejecting
the null hypothesis when it is true,

8.5 One-Tailed Test and Two-Tailed Test
The rails in a distribution are the extreme region bounded by critical

values. Some hypothesis tests are two tailed. Some are right la{lcd, and
some are left tailed

One-Tailed: A hypothesis test in which there is only one rejection is called
one-tailed 1est. 1t can be left or right tailed.
. Left-tailed test: The one tailed test 1s called left-tailed test or lower tailed test
if the rejection region is in the extreme left region (tail) under the distribution curve
_ Right-tailed test: The one tailed test is called right—tailed test or upper tailed test
if the rejection region is in the extreine night region (tail) under the distnbution curve -

ITwo—tflilcd test A hypothesis test in which the entical region is the nvo extreme
regions (tails) under the curve (ie.,

there are two rejection reyin
il 4 vion) s calle -
tailed test. o ) lled a mao
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Important Properties of a Test of Hypothesis

L. The type I error and type 11 error and related. A decrease in the probability of

5 ?:c ggnemny rCSlll_l§ in an increase in the probability of the other

- The size of the critical region, and therefore the probability of committing a

1)’pt’: Lerror, can always be reduced by adjusting the critical values(s).

3. Anincrease in the sample size 1t will rediice @and fsimultancously.

4. If the null hypothesis is false, £ is a maximum when the true value of a
parameter approaches the hypothesized value. The greater the distance
between the true value and the hypathesized value, the smaller B will be.

Techniques of identifying one and two tests for single mean

A test which seeks 1o establish whether two values are significantly different o
w.hethcr the sample has been drawn from parent population but the direction of
difference (ie., word more or less) is not specified will required a mwo—railed test.

‘jk test which seeks to compare two values and the direction of the difference is
specified, will require one tailed test. i.c. for comparative study of identifying the
population parameter, we use one tailed test.

1. How to detect lelt—tailed test?
The test will be left tailed if:
(i) Prqblcm statement has keywords less than, decreased, reduced, inferior,
minority, below, smaller, shorter, at least etc.
(i) Lefi-tailed test is used if population paranicter has been shified to a
number less than a specified number.
(iii) If the alternative hypothesis has a less than (<) sign, we use left tailed test
2. How te detect right—tailed test?
The test will be right—tailed test il
(i) Problem statement has keywords greater than, increase more than, above,
superior, enhance, gained, improvement, at most etc.
(ii) Population parameter has been shifted to a number more than a specified
number.
(iii) The altcmative hypothesis has a greater than () sign.
3. How to detect two-tailed test?
The test will be two tailed test if
(i) The problem statement has the keywords changed, different from, no
longer than, sainc, equal, exactly, unbiased etc. (i.e., direction of difTerence
is not given).

(i) The population parameter has been shifted away from a specified number

in either direction, increased or decreased.

(iii) The altermative hypothesis has a not equal to (#) sign.

For cxample: )
1. The test for testing the mean of a population

Hy: 4= po agoinst the alternative hypothesis
Hy: 4> (Right tailed)
or, Hy: pt < pho (left tailed) is onc tailed test.
2. If the hypothesis is st up as follows:
Hy: 1 = #1p, against the altemative hypothesis
Hyz pt# gt (4 > o OT H < pip) then the test is callcd two tailed test.
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8.6 Simpleand composite hypothesis .
Ifa slarislica] hypothesis complctely_dclcn_mnes the _populaxinn, iU caleg
simple hypothesis. If a statistical hypothesis partially specifies the oputarion, i:

\led composite hypothesis. o A
ca rnr’::umplc: In a normal population if a hypothesis determines both

parameter 4 and o, then itis called simple hypothesis. -Bm if it determines only gne
of the two parameters # and o, then it is calEcd co:npa:rre hypothesis,

Simple h;;pnlhe.\i.\' H:pt=pp, O =00 ‘

Compasite hypothesis (1) I = gy (D) Hop =g ()4 o=l e
8.7 Hypothesis Test or Test of Significance .

Focus on the use of the rare event rule of inferential statistics: ff, under o

the probability of a particular observed event is exceptionally

given assumption, "
mption is pmbnbly not correct. However if the
bl L

small, we conclude that the assu v
probability of a particular ohserved sample result is not very small, then we do ny

have sufficient evidence to reject the assumption. In Section we will descrbe the
specific steps used in hypothesis testing.
Definition: The P-Value (or probability value): The probability that the value of
tost statistic is at feast as extreme as the computed value of the test statistic on the
basis of the sample data under H, is cailed its P-value or tail probability. The nulj
hypothesis is rejected if the P-value is very small, such as 0.05 or less.

P-valucs can be found by using the procedures summarized in the following

figures:
Finding P-value -
(1) In cave of one 1ailed text
] |
| I
Paule ! ! Pruhe
| |
L ) fy
l/_ 0 0 '\ ;
st stietic Tt st
Left Tauled Test Right Tailed Test
(1i) Inn carve of o Lalen] tests

Todt sutisnic:
{rezm)
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Left-raded

Right-tailed

Two-taded

P-valuc = nvice
the area to the
lefi of the

(ext sutiice

P-value = twice

P-wahie =arcato
the left of the
test stanstic

P-valuc = arca
10 the right of the
test sratstic

the area w the
right of the

watsalnite

P-wlue ts P-value is

P-value .
twice this arva

twice this ared P-vulue
1 J%h L]%:L 4»
l—Tmr.\-rumn‘c Tes suatistc Test suatistic Test statistic

Fig. Procedare for finding Pasives
(Finding p-values): First determine whether the given conditions

fesult in a right-tailed test, a left-tailed test, or a two-tailed test, then use above
Figurc to find the P-value, \hen state a conclusion about the null hypothesis.
(@) A significance level of @ = 0.05 is used in testing the claim that p > 0.25,

and the sample data result in a test statistic of z = 1.18.

(b) A significance level of = 0.05 is uscd in testing the claim that p # 0.25, and

the sample data result in a test statistic of z = 2.34.

Solution:
a)  With a claim of p > 0.25, the test is right-tailed. Because the test is right-

b)

tailed, the P-value is the arca to the right of the test statisticz = 1.18.

Using the Table A-3 the arca to the right of = 1.18 is 0.1190. The P-value
of 0.1190 is greater than the significance level @ = 0.03, so we fail 1o reject
the null hypothesis. The P-value of 0.1190 is relatively large, indicating that
thc sample results could easily occur by chance.

With a claim of p # 0.25, the test is two-tailed. Because the test is two-tailed,
and because the test statistic of z = 2.34 is to the right of the center, the P-
value is twice the area to the right of z = 2.34. Using the Table A-3 the arca
to right of 2 =2.34 is 0.0096, so P-value = 2 x 0.0006 = 0.0192. The P-value
of 0.0102 is less than or equal to the significancc level, so we reject the null
hypothesis. The small P-value of 0.0192 shows that the somple results are
not likely to occur by chance.

~240.
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Wording the Final Conclusion

The conclusion of rejecting the null hypothesis or failing to reject it is fine for
those of us with the wisdom to take a statistics course, but we should use stmplc.
nontechnical terms in stating what the conclusion rcally means. The following
Figure summarizes a procedure for wording of the final conclusion. Note that only
one case leads to wording indicating that the sample data actually support the
conclusion. If you want to support some claim, state it in such a way that it becomes
the alternative hypothesis, and then hope that the null hypothesis gets rejected. For
example, to support the claim that the mean body temperaturc IS different from
98.6°, make the claim  that i # 298 6°. This claim will be an alternative hypothesis
that will be supported if you reject the null hypothesis, Ho 4= 98 6°. If, on the other
hand, you claim that 4 = 98.6°, you will either reject or fail 1o reject the claim; in
cither case, you will never support the claim that g = 98.6°.

Accept/Fail to Reject

Some texts say “accepl the null Hypothesis” instead of “fail to reject the null
hypothesis.” Whether we use the term accept or fail to reject, we should recognize
that we are not proving the null  hypothesis; we are merely saying that the
sample evidence is not strong cnough to warrant rejection of the null hypothesis. J°s
like a jury's saying that there is not enough evidence to convict a suspect. The term
accept is somewhat inislcading, because 1t sccms 0 imply incorrectly that the null
hypothesis has been proved. (Itis misleading (0 state “there is sufficient cvidence to
accept the null hypothesis.”) The phrase fail to reject says more correctly that the
available evidence is not strong cnough to warrant rejection of the null hypothesis. In
this text we will use both the terminology fail to reject the null hypothesis, or aceep?
the null hypothesis.

Wording of
Swal eanchision
There is siffiaent
evidence to warrant
rejecion of the dlaim
that.

‘orginal clawm coniain
the conditionof
aquatin?

(Thes u ool the care
which e angnal dans
@ repeaed)

(Ongmal elaim

Regeei i)
contains equabinn)

. (original claim)

No

There 1s na suffaent
(Fad tareect 11} ’

evidence (o warrant
rejecaon of the duim
that . .. (orsginal claim)

No

(Oryginal dlaim
does not contains
equality and
hecnmes 11}

The sample data

supporf the claim whiok the ongnal dale
that . ... fariginal claim) | ¥ 2 eponal)

——

Do you\_ ez
(Reject )

Thes s nah the gase 1n

No

(Fad toreject H)

There tx not suffiaent
sample evadence to
support the clam
that. .. foriginal claini)

Ne. Wrding uf fined Cancivsmn

8.7.1rPr0c§dubre for Testing of Hypothesis (Test of Significance)
From the above figure, we sce that the following steps hould 1
while testing a hypothesis. Esiope SteslihR ansiterd
Step 1. Set up the null hypathesis Hy
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4 = ; . i hod © i
Step 2. Set up the alrernative hiypothesis H, 1t may be cither one tailed or two tailed This method al method. Rion

. alternative. . Method ﬂrf"s““h"lr["l'\ncc' The terms fest of significance and festiyg of Rypoy
1ep 3. Lev o 5 g S st of Significance: whether o po o thesi;
p {‘J‘;:’:"l;’/l‘lzlsyll;ﬂ:lg;g’/(a) The level of significance is fixed in advance. bml;r:cf;cr more of less the same g(n;éslguz.;lrE;:ﬁfss. of whether o1 poy ther ,‘::

b o vahies or two 5.
i 5 ” : ceen two valu _ s 68

Step 4. Test statistic: Under null hypothesis, define and compute test statistic as d.rfc\r'ﬂ:g‘ :J::‘cm also use another method called 'P-value Estimation Methog:

Note: an also us o

| hypothesis.

- Sample statistic) - inre ation paramelcr suhs
Tost statistic = tatistic) = (Claimed value of popul parametcr) (esting of a statistica

. . (Standard error of sampal statistic) P value Estimation l\']cf_h(l'd e ’
0 -EW) 2.3, 4 are same as in Rejection Region } 1c(!10 ;s
= = 3 Step. rl;' &ﬂ'c P—value of the test statistic under J in step 4,
3 . Step S. Find the £= . ’ ignifica £
Step 5. Critical valuc: Obtain critical value(s) or tabulated value and critical region Step 7. If P-valne £ @ we reject Hy at @ !C‘-Cl of significance. If P-value » aurfy ,
Step 6 gun! ',hc appropriate table according to predetennined level of significance. y 1o reject Mo at @ level ustISI}lﬁcn;l::It. P
P O Decision: reiagre Write the conclusion ol the T S anguage,
(1) Ifthe caleulated value of test statistic is less than or equal to tabulated value, i Step "‘D.”:;”g';}‘? crl‘mrt of Traditional Method and P-Value Method
then 11y accepted and reject /) rejected which means that there is no Detaile Tradilonal Methad P-Nalue Methad

significant ditference between the sample statistic and the population
parameter and the difference is due to sampling fuctuations

(i) If the caleulated value of test statistic is greater the tabulated value, then Ho 0 gic o
is rejected and 4, is accepted which mcnngs that there is significant difference 1 [Fentay the spex ic claim or hipathests i 'lﬁ:"’;%""z;:ﬁ: i:c_‘,(::;:;,:’,::“‘""" b
between the sample statistic and population parameter and difference sested and gt it ot symbolic form.
observed is not due to sample fluetuations. ’ iser e =
Step 7. Conclusion: Write the conclusion of the fest in simple language. Give the symbolic form that must be true v hru{ z.l‘;”"f'f symbalie fr that must be gy
Flow Chart for Testing of Hypothesis % ihe originul elain ix falte the original cluin is folse

¥

; ; Of the rwo symbalic expression oy
the two symbolic expressions obtatned o o ) oltainedy foy
- ‘Z/,' lt: Ve akermathe Inpothesis Hy be the one 3. \let the ahemative hypathesic if) beth, o nrs
l na} contaning equalitv. 50 dhar Hyuses the cumdaining equality, s Gat 1) uses the yyas
2 : >or < Lettke rul hypotheais Bodo s,
7, = ] = symbol > or <or o Letthe null Inpotkesis Hy) Sor<ors pothesis Hy b,
Set up Null and Alternative Hypothesis I h’“,,”w,m,k expression that e paramere nminlic exprssion o) she parameter gy,
1! equals the fired vakie being conaderrd the fived value betng corsidernd ;
Select a ‘opri : igni; ] L : |
n appropriate level of significance 3 Select the significance level o based an the o | Sefect the signifcance leved o boscden e l
4| serionsners of a type b ervor. Muke qsmall if ‘| reviosness of atype Lemor Mae g smaliyf ‘
the conscquences u/:r;i-mn,,:la rue Hpare the contequences of rejectng a rve Hyere |
i 5 s ¥ 008 und 001 o very severe. The selues of D0 and 001 o v |
Calculate appropriate Test statistic (T) l sovere. The wlies of 3 a ar vy |
common, mutmon
i Obiain critical value ¥ < | Wentfvthe sutivticy that {5 relevant by this rext o | Wfentfythe sisnes vt it relevant o
(c) from tiie table =*| end determine itr sampling destribution (such | end determine its sumpling dusvibstion
l 3 as normal 1, chrsquare) asrormel 1. chi-square)
v ¥
mpar
Compare the cfz{cnlamd value and the ¢.| Find the test stegsdc the critical walues and the .| Find the sest statistic and fird the Paabe (x4
critical value *| eritcal region. Draw a gruph ond (nclule the | Figuer . Draw o grops and ciow Ao test e f
l 4 text casac craicol valie{ s) and oreical reyion and Paulue )
- + ’ 5
i i 3 Reject Hyif the test statinic is in the eniticul ¥ he Pvalue is dess thanarequel L
r 7. 2 Lt 5 5 |Reject My & the P-volue is less ¢
! 5TSC? No ) rrg:;)n_ﬁf‘m'lq r?rn Ho I the &3t statistic ie “|the significance tevel o Fail to reject Hy it
2 per e craicimeia. P-vulie is preater thon o
g.| Remate this previows decision in gmple, a4 smple,
t. nontechnical terme and addrers the original L K'H’ﬂlrh this [i"rrnmn F;;:;:‘T dve:"x":"
Accept Hy RL‘]‘CCf A daim. n;n; echrical ternis and ur
clalm

; ¥ Y
| Stop | Stop_ |
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34 Relation between Confidence Interval and Testine of hypothesis
L]

(£ a sample §mlislic. s2y 6, is computed from the sample drawn f
unknown population and assumed as an estimate of 6, falls within the conr? ;n a
, idence

A A

its, 53 ¢yand B;, then we conclude that it would have ¢

sulation »\hOfe parameter is & Otherwise, if the sample statistic folr'lnc ﬁo.m the
confidence limits, then we conclude that the sample 15 not fi dhs milside .thr'
whos¢ parameter is 6. Therefore, we have P Fepolatic

LCRE 8)=1-a. P= %.p(§> 8,)-2

Then P(Cﬁ <6< 0, ) =1~ is termed as the acceptance region and
P( f< 8, )+P( 6> 4, )=’2q+£2!= a
is 1ermed as the rejection region.

8.9 Classification of Hypothesis Tests
Depending upon whether the population paramecters are known or not and

whether the sample size is large or small, various tests are classified accordingly as
shown in the following figure in the form of a flow diagram.

Tests of Hypothesis

Simall sample tests

Large saaple tests

n230) c B s
‘ Populanon Populution 3
standard ;'[f.’ndmd | 1= test F-test] [x-test
deviation is deviation is not
known known |
D 3 3
1. Normal 2. Proportion tests] [3.1-1est for single | | 4- Fetest for ratio || 8.5 -test for
destribution bused Sor single mcan and of nvo wariances | | $1n& le variance,
tests for single propartion and difference of good of-fit
mean and difference of means ind independence]
dfference of mean propartions. of attribules

8.10 Test of Significance for large samples (i.e., Z—test)

In this section we discuss about the test of significance when the samples are
large. For practical purpose, the sample 15 considercd large if n > 30. The large
sample is generally desirable when the units in the population under study are not
homogencous or uniform. To get more reliable results about the population
parameter, small sample is not sufficient for heterogeneous population, so large
sample test should be carried out. Large sample test is generally used when sample
size n is greater than or equal to 30 (ie. n 2 30). The test which is applied in the
case of large sainples or & hnown case is calfed Z-test.
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Assumptions of Z-test
The Z-test is used under the following assumptions:

1. The sample is a simple random sample.(All samples of sa

equal chance of being selected)

2. The value of the population standard deviation & is known.

3. The samples are independent : .

4. Either or both of these conditions are satisfied: The population from which

the samples are drawn is normally distributed ot n 2 30.

8.10.1 Applications of Z-test

The Z-test has a large number of applications such a8

1. Test of significance of sampling of variables

(i) Test of sigmticance of a single mean (testing the significance of difference
between sample mean and population mean)

(ii) Test of significance of difference between Lwo means (testing the
significance of diffcrence between two independent sample 1neans)

2. Test of significance of sampling attributes.

(i) Test of significance of a single sample propottion (1csting the significance of
difference between sample proportion and population proportion)

(ii) Test of sigmficance of difference between Two  proportion:s (testmg the
sigmficance of difference between two sample proportions).

8.10.2 Test of significancc of a single Mean
(a’z Known or large sample case) ‘

Suppoese a random sample of size # 18 drawn from a normal population with
mean g and variance o?, The sample mean X is also a normal vanate with mean
E(X ) = g and variance KX)= o2, Then Z-statistic
Z= ::__EL(()% = ;\/fﬁ— N(O, 1). So, the steps in test of significance of a
single mean for large samples (n 2 30) arc as follows:

Step 1. Set up Null Hypothesis: I # = (i.c., the population mczin has a
specified value 4o In other words, there is no significant di (ference
between sample mean X and population mean 4, ot the sample his been
drawn from given large normal population with mean 4 and standard
deviation @)

Step 2. Set up Alternative Hypothesiss Hy: gt 3¢ [l [Two tailed test} [1e.,
population mcan is not cqual to gy In other words, there is signiiicant
diffesence between sample mean X and population mean g, or the cample
has not been drawn {rom normal population with mean Lo and staindard
deviation gof, Hy o> g (Right tailed tesi) [i.e., popu lation
mean is greater than specified mean 16)

or, Hy: u< jo (Left tailcd test) [ie., population mean is lcss than
specified mean Hel
Step 3. Level of significance (a): Choose the appropriate level of significance. The
most commenly used level of sigrificance is 3% unless otherwise state d.
Step 4. Test Statistic: Under Ha, test stutistic is given by

me size have an

= —:-E; ~N(@©,1) if @* is known,

X
a/n
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If ot oW :
s not known, then for large sample we use §%, an unbiased cstimator of

ol X=p
in place of otso Z =§_‘\I‘% ~N0O, 1) [:6=Sfor large samples]

2 ! -
where §% = T T -X)

W SIS SN
[ ¢ canuse §* = % Z(Xi - X) because for large sample

e -2
n TG D' = o, Ty

Step s. g:r-'s‘;anc’c:?i,cl:jv] Oblxain critical value or tabulated value of Z (i.c.. 2, 0 za) 2t
Step 6. Decision: Beelersgrean
(@ s[:—nlnzif!];n:tmz gf'or.two tailed Z-test) or, |2] > z, (for one tailed Z-test) it is
stilicant and reject Hy. Hence accept ) (ie. the population mean has not
a specified value gto. In other words, there is significant difference between
;:::Lc mean X" and p‘opula.tinn mean i, or the sample has not been drawn
@ 1| <HG nnalrpupullanoln with mean g, and standard deviation @)
g = ..z.l,, (for two tailed) or, |Z I'S 2, (for onc tailed) it is not significant
acce:pt Hy. Hence reject H). [ie., the population mean has specificd
value /. In other words, there is no significant difference between sample
mean A and population mean 1. or sample has been drawn from a normal
population with mean 4, and standard deviation o]
Note:
1. Asmall risk a= 1% is used if it is 2 matter of life or death.
2, Test nl\[v.'ays involves 'risks of making false decision”.
3. If the di fference between two means s zero and il our test suggests rejection of
the null hypothesis we commit Type 1 error. If the difference between two

means 1s not zero but our test suggests acceptance of null hypothesis we
comm it type Il error.

4. Suminary of Decision Rule for Z-test

Al ternative hypoihesis Reyect Hyif
<t Z< i, |Z]> 2,
H> iy 22z 10, |Z]> 2
HE Ly Z<~2ap 01 2> 24000, |Z|> Zan
5. Choosing Z and ¢ distribution = 3
Nethod Conditiuns

Use normal (Z) distribution o known and normally distributed
population  or

oknown and n > 30

Use ¢ distribution onot known and normally -
distributed population  or

anot known and n > 30

Use a nonparametric method or Population is not normally
hootstrapping distributed and n <30

Notes: 1. For large sample i.c., n > 30, ¢ distribution and Z distribution
give same result,
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for deciding  whether

2, Criteria
distributed:
Population need not be cxn;!ly normal, but i shoulq ,

1o be somewhat symmetric \\‘l!h one made and po Outhey, oy

3. Sample size n 2 30: This is o commonly ysed (:ul::j.
sample sizes of 15 10 30 are adequate if the populyys ™ ‘

by

Population
1)
“""m’;r

to have a distribution that is not far from bﬁmg nonna\andxh ¥

are no outliers. here
D The mean income of the random sample of 100 empl

industrial concern Wwas found 10 be Rs. 3000. If the standard gey;

population was 25, find the smndarq error of the mean and also togy

sample mean differs from the population mean of 2850.

Solution: Given: Mean income of the sample (Y) = Rs. 3000
Size of sample (m) = 100, population s.d. () = Rs. 2§
populalion mean (z1) = Rs. 2850

|
Oyets of n
2lion pf
Whether yp,
ITC. MBS ey R

& a 25
Standard error of mean (¥) = SE(X)= W = m =15

Let 41 be the true population mean incamc.l J
Step 1. Null Hypothesis: Hy: g = 2850 [i.c. the mean income of the sample dogs
not differ from mean income of population Rs, 3¢
Hypothesis: Hy: p# 2830(1.c. the mean income of the sample differs f:er‘{
the mean income of the population Rs. 2850)
Step 3. Test statistic: Under null hypo-thesis
Ho. the test statistic

Step 2.

L= -4 rl%sz_gsgr(,()l oo
a/\fn_: : = g

Step 4. Level of significance (a): Toke

a= 5% = 0.05 as not mentioned.
Step 5. Critical value: At @= 5% =0.05,

@l2=0.025, 21 = Zoops = 1.96
Step 6. Decision : Here 25 < |2| So, Hyis rejected ie., the mean income of the

sample differs from the mean income of the population

Determination of @ and
ZITTAE A process for making stecl pipe 1s under control if the diamster of e
pipe has a mean of 3 inches with a standard deviation of 0.0250 inches. To chedk
whether the process is under control, a random sample of size n = 30 is taken exh
day and the null hypothesis u =3 1s rejected 1f X is less than 2.9960 o greater tn
3.0040. Find (a) The probability of a Type 1 error
(b) The probability of a Type I error when gt = 3.0050 inches
Solution: (a) a= P(type | emmor) = P(reject #; when {fyis true
= P(X <2.9960 or X > 3.0040 when 1, = )

Two tailed eritical region, 2] » 1 84

n 2.9960-3 3.0040-3
i X —[5< 0.0250 o X- t 00250
cf\Fl '\ﬁ tri\ﬁl W)

=P(Z<-0.876 or Z> 0.876)
=P(Z<-0876)+ P(Z>087h) [being disjoint event]
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7>0.876) [By symmetry)
’ff,(.p(z< 0.8106)]
. 6
1[;7;3.310 ] _—
=0.

bility of type i eror A=
2 ;Zf:ccpt Hy when Hy s false)
= P(Accept Hy when H| is true)

- p(F22.9960 and X <3.0040 when g, = 3.005)
= P(2.9960 < X £3.0040 when 4, =3 005)

29960 - 3.005 X-p 300403
o () s o) m)
= p-197£2<-022)
- A022) - F(-1.97)
= 04129 -0.0244  [From Nurmal tahle)
= 0.3885
Suppose that for a given
pupulalion with o= 8.4 square inches w? want
wtest the null hypothesis 4 =80 square inches against the aliematjve hypothesis
< 80 squdte inches on the basis of a mndo_!:n sample of size n = 100,
(@) If the null hypothesis is rc__ic.cted for X' < 78 square inches and otherw
accepted, what is the probability of sype Ferrors?
(b) What is the answer to part (a) if the null hypothesis is
instead of 4 = 80 square inches?
Solution:
(a) a=probability of type 1 error
= P(type [ error)
= P(reject Hy when H|, is true)
=P(X <78 when g = 80)

T F(238)
=P(.J\_-E,l<78—80 00)
aI\ﬂr 84 238 Z=0
=P(Z<-2.38)=0.0087 [From Normal tablc]
(b) If Hy: 2 80, then < 0.0087.
Other Solved Examples 4 ,
m (Large sample test of mean tire life, aunkm.nml): A trucking gl;n(;(;cs'
suspicious of the claim that the average lifetime of a centain tires is at lcasld i
miles. To check the claim, the firm puts 40 of thesc tires on its trucks and pets :
mean lifeume 27,436 miles with a sjandard deviation of 1,348 miles. What can i

: e ! . %
cane ¢ 1 error (a) is 1o be at most 0.01
P pmbablm)l’T‘:Jr .IB)EIWJ Jestha /2066 Magh / 2067 Shrawan rﬂlﬁj 72067 Mangsir]
’ i = es
Solution: Given: Sample siz¢ (1) =40, population mean () 28,000 mi

sample mean (¥ ) = 27,463 miles, sample s.d. (s) =
1348 miles

Ry

ise it is

H Z 80 square inches

- ool
Standard ervor of mean (x)= =t

s/\ﬁ’ EXT AL

Left wiled critical region, Z < - pR)]

S

Plﬂbabi”,,. and Statisties For Engineers
= 27436 - 28000
‘\

l4gnfag ~ 2

A

[ I-'O =5 for large sample)
v let tbe trye 1pey lifeu

Step 1, Ser “p hypothesey e
2;:” ’lJ'[:lﬂ[’lL\‘i)' Hy: 112 28,000 miles
Step 2.t ferr.a"‘_'e lypothesis Hy: 1< 28,000 miles [Left tailed test)
Slcp 3. evel af.x:gniﬁcnnce; a<0.01]

P 3. Test statiygic: Under null hypothesis Ho,

Z-statistic is = = TT‘FE =-2.52

Noy

since n > 30, the

5 n
Step 4, Criticat vafye; At@s0.1,z,=-233
Step s, Decisinn: ; < “Zqle, || >
hypothesis Hy 1s reje
Suspicion that 4 < 2§
P-Valye Approach
Steps 1,2.3 are same as above.
Step 4, Determination of P-vaye
P-value = F(-) 52) = 0.0059 .
[~ test is one tailed) 252
Here P-value < @ So we reject Hy. -
99% confi

Zaat @< 0.01. So it is significant and null
cted at &< 0.01. fn other words, the trucking firm's
:000 miles is confinmed.

dence interval for the mean lifetime xis given by
Clforg=%4z,5E (v)=27463 ¢ (-2.33)\%
n

=27463 £(-2.33) (l’g—%) =(27463 £496.61) =(26966.39, 27959.61)

The breaking steength of cables produced by a manufacturer have mean
815 kg and standard deviation 45 kg. By a new teclinique in the manufacturing process
itis claimed that the breaking strengih can be increased. To test this claim a sample of
50 cables is tested and it is found that the mean breaking strength is $40 kg. Can we
support the claim at 0.01 level of significance? |1t BE 2058 Shrawan/ Purbanchal Uni, BE 2001)
Solution: Given: sample size (u) = 50, sample mean (¥) = 840 kg,
population mean (&) = 815 kg (=1p), population s.d (o) = 45 kg
Now, let i be true mean breaking stength of cables
Step L. Set up Hypotheses
Null hypothesis Hy:p=815kg (e, o =815)
Alternative hypothesis H, : yt> 815 kg (Right railed rest)
Step 2. Test statistic: Under null hypothesis
Ha, 1¢st statistic is

Y-gi _340-8iS 393
oRln  ashfs0 T
Step 3. Level of significance: a=0.01 T
Step 4. Critical value ;

At a=0.01,z,=233 |fram table |

z=

a0l
2

Rught tailed criticol region, Z > 2.33
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5 Hypotheses Tess Concerning Mean
€P 5. Decision: 25 ~ ¢ o 1.
=1, k| > 243t a=0.01. Therefore, we reject null hypothesis.

This means ¢ okl
new techni:ul:! the breaking strength of the cable has been inercascd by a

(Large s, 5 ;
population &e sample, 7 unkneen): A random sample of sizc 60 from a large

ave the following distribution:

10-15 | 15-20 ] 20-25 | 25-30 |

19 24 | 8 | 4

ple comes from a population with mean 20,
for the population mean .

Test the hypothesis whether this sam
Also falculatc the 95% confidence limits
Solution: Using calculator

iample mean (¥) = 16.42, Sample 5.d, (5) = 5.05, Sample size(n)= 60
) et & be the trye population mean.
Nult h_)jpo.f’l('.(l'si Hy: =20 (ie,, population mean is 20)
" Alltrnu:m:c hypothesis H,: ¢ ¢ 20 (Two tailed test)
ep 2. Test statistic: Under nul| hypothesis, test statistic is
s Xl E=
z P i 7\,/‘:1 [“&=s Sor large sample)
= 16.42 - 20
Sosigeg =Sl

Step 3. Level of significance: @= 5% (as not mentioned)
Step 4. Critical valice: The wbulated value at @ = 5% = 0.05 is
Zan = Zams = 1,96 [ two railed tesi)
Step 5. Decision : Since = <z, iic. Bl > 20, it is significant and H, is rejected. That
is the population mean is not 20.
For 95% confidence limits for ¥4
95% large sample confidence interval for u

Step 1

So, || = 5.491

ot Iiz,nv,%

0028 0.028
5.46
=|6.2tl.96"_\]5—0 =162+151 490 196 z=0 19 491
=(14.69, 17.71) Two ailcd critical region, [2] > 1.96

The required limits that will include the true
population mean are

L= Lower confidence limit = 14.69 and U = Upper confidence = 17.71

p (Large sample, o unkmown): A machine shop is interested in
determining a mcasure of the current year's sales revenue in order to compare it
with known results from last year. From the 9682 sales invoices (bills) for the
current year to data, the management randomly selected invoices and from each
recorded X, the sales revenue per invoice. Using the following data summary, test
the hypothcsis that the mean revenue per invoice is Rs. 6.35, the same as last year,
versus the alternative hypothesis that the mean revenue per invoice is different
from Rs. 6.35, with n = 400, a= 0.05. TU, BE, 206¢ Poush|

400 400

Data Summary: -21 X, = Rs. 2464.40, ‘21 X} =16,156.728,
i -

Solution: Given: n =400 L
Population mean revenue per invoice (#7) = Rs. 6,35

-350-
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1 g 1 _ (2464 407!
Sample variance =77 £0ti- % )'=Tg5 [tmss.m ],“40
—=s=1.56 4
TX 246440
x-S 2D 6165

| el r_ Rk =) =nforliigen:
[aien =i = g B = Y A= ST

o LoEny b _ (2464 40y
s’-%E(X:-X)"‘; [L\ﬁ_.T-] T00 | 16156728 -0 | 243

Now, o

Step 1. Null hypathesis: Hy:pt=635
Alternative hypothesis. H ip= 6.35

Step 2. Test stafistic: Under null hypothesis Ho,

S |
‘—g/\ﬁ: sAln

6.16-635

[ & =sforlarge n)

i -2.44
1.56A/400
So, |7} =2.44 0025 o
Step 3. Critical value: YT T

Since test is two tailed the tabulated
value of z at @=0.05 i5 22 = 3y = 1.96
Step 5. Decision: Since |2| > Zan, Z _Iics» in rejection r‘cgion. So, it is significan
Hence H, is accepted by rcjecting Hy. That is. the mean  revenue per
invoice is difterent from Rs. 6.35. -
95% large sample confidence interval for estimating u

S
Clforg=XtzpSE(R)=Y1 :M\IT

6.16 £ 0.15=(6.01,6.31) :l

1.56
—6.161(1.96)_\[@
.-, This is the required interval that includes the true population mean,
p (P-value approach 10 hypothesis is testing).

The target thickness for silicon wafers used in a certain type of integrated cireui
of 245 wm. A sample of 50 wafers is obtained and the thickness of each one is
determined, resulting in a sample mean thickness of 246.18 sm and a sample
standard deviation of 3.60 um. Does this data suggest that true average wafer
thickness is something other than the target value?

Solution: Let u be the true average wafer thickness
Step 1. Null hypothesis: Hy =245 pm
Alternative hypothesis: My p=245
Step 2. Test stanisric : Under null hypothesis H) : i =245 the test statistic is
oFop _24608-245
T osAfln 360450 )

Step 3. Level of significance: ol 001
Take @=0.01 [We can take a = 5% also)
Step 4. Determination of P-vaine: e Zee )
-351-
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P-value =2 F(—2.32)=2x0l0|02
R - 0.0204 [Using tabe A-3)
Step 5. Decisian: P-valye > o ie. 007
At this significance level, lilcr.eozof‘ > 0.0]_. Hence
average  thickness differs Sflmufﬁcmm -
the target value. fom
By Rejection Region methog
Steps 1,2,3,4 are same as above,
Step 5. at &= 0.01, for two tailed (es
Za2= 2905 =2.58 '
Step 6. Decision: Since e
2 hes;\n acceplance region, so 4, js accepted
e ?::::)’ ?Ogég)' Inspector for a microwave transmitter manuf; i
i .d . p o crystal control. The actual broadcast f; T i
bL{)Ie]n' on ¢]: rlcs]or;]ant frequ.cncyi which will vary slightly from ¢ srthlutcncy G
d“ . e ”“3‘?" evel should achieve the related targel of 0.55 MHz Th::yea t0 W
cwal'xonr or the individual crystal frequency is unknown, A random ::r; shl:anc}asrg
?1'){513 s from }he Shlpmcnl \lfl" be tested and resonant frequency dclem’:ine?i i
Ld..h’, The entire shipment will be rejected if the obscrved mean is signiﬁcanl?r
3}?0\0 or below the rated level and accepted otherwise. The inspector wants just:);
1% chance o_f rejecting a shipment in which the mean frequency exactly matches the
rated level. (i) Formulate the inspector's hypothesis. |TU, BE, 2064 Shrawan|
(i) qunp'lc rc_suh provide ¥ = 0.5503 AfH- and s = 485 H-.
At this situation what decision should the inspector take?
Solution: Given data: n = 50, s = 485 Hz, [1| MHz = 10° Hz)
Step 1. Null hypothesis: Hy: u= 0,55 MH:
Alternative Iypothesis: H, : u# 0.55
Step 2. Level of significance: a= 1% =0.01
Step 3. Test statistic: Under Hy @ yy = 0.55
_ X-u _05503-055 _ 3x107
‘T oA sAf50 485 x 10%Af50
Step 4. Critical value: Tabulated value of z for two tailed test at a=0.01
level of significance is zq2 =2, = 2.58 .
Since |z| > z4n, it is significant and Hj is rejected. So f1) is

Step 5. Decision: t and £
y accepied which means that observed mean is ﬂgmﬁcan_lly above or below
the rated level. At this situation, inspector must reject entire shipment.

8.10.3 Test significance of Difference of two means
(Large samples case)

Assumptions for large samples
s that:

is Z-stalistic require
Thl?i) XXy oo n Xy is a random sample of
has mean =4 and variance = 0.
Gy Y. Y,.--. Y, is a random sample o
which has mean =y, and variance = c?’ i
(i) Two samples Xj, A, . - - +Xn, and Y}, Voo e Iy

Suppose that the two indcpen(jcnl rand
from two different populations with means £

ing Mean

Hy would not be rejected.
ence o conclude that true

Q
258 2132 Z=0 232 2.8
Two tailed Rejection region, 1Zl<z,,
«

=4.3739 [~ Forlarge sample 5=

are independent.

and hy, and variances 0

.187-
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fespectively. Let § ang 7
2 d Y i S
be their coresponding sample means. Then, for large

samples (i.e,, as, =
Hence ,(IE 3-;;‘ "bze;: °°‘)hX -V o) and ¥ - N U, 0'imy).
is 2150 a norina Variflc :ndhlffnfé‘::cc of two independent normal variates,

EX-F) =t~ g3 and variance V(Y- ¥) _al % al
m n

Th ; :
¢ standardized variste Z conesponding 1o the test statistic (X-Y) is
7 EEN-EXD (F-V) - gy ;
SE(X-1) - -Maon
/I
noong
Large sample ¢ i
i 2 est for the difference of two populati
] Step 1. Serup lypathesis e
Null hypothesis: Hy gty = p3=6
Alteruative hypothesis: Hy:py = g2 8(Two railed test)
or, Hy:py = py> 5(Right ailed test)

g s or, Hy: pty - piy < 8(Lefi railed test)
tep 2. Level of significance (c): Take the most commonly used & = 5% unless
4 otherwise staled.
; Step 3 Test sm‘ni\/ic: Under the null hypothesis, Hy: 4 - 1, = 8, Z-statistic is
(i) Ifo”and Uz’are known and unequal

Z=(X—)’)—/g -
o o
N
(i) If 6;*and 6;® are known and equal [i.c,0’ =0y’ = ¢%)

7= (X=Y)—(uy— )
(L, L

noon

Ak,

size n; = 30 from population 1 which

f size np > 30 from populglionlz

: be drawn
les of sized my and m2 2
om samp 2 nd o

(i) 1f o‘,z and &3’ are unknown and unequal
e (X=1) = (a1,-40)
St s
ol PR 1
nooom
Here &, =5, 63 =s, for large samples.
@iv) If t:r,2 and o;® are unknown but equal fie.0i=c! = ¢*)

(X-Y)-4 (=1 S +(ny-1)S3

) ¥ m=2
noom

2 )
mSi+mS:

2
where § =

2
[l lere we canuse §™ = e — because for large samples
R

nIS’I +n;5'§ ]

(=D +(n~1)S;
Tomtm

m+ny-2

2153
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Hypotheses Test Concerning Mean

Step 4. Criticar value;
level significan,
Step 5. Decision: If|z

Obtain critical or tabulated isti i §. Decision:
; of statistic z at the pre-specified Step > XYt Z|> zq(F i

ce according as whether the test is twa tailed or cfne ml;led ! If| Z|> zaa (For 00 il ordl I lf.;( ‘l(‘)lr 418 Caited ey

| > Za for two tailed test : Z lies i rejection region. Reject Hp and accept . hat s papularion

f t equal. In other words, there is significant difference 1,
or | Z| > z, for one tailed test, reject are not eq

; ' the sample means.
1f 122 2 for two tailed test If| ZIT > 2002 (For two tailed test), of | Z| > 2o (For one tailed iesi), ey,
or | Z| <z, for one tailed test, accept H,.

-.s in acceplance region. Accept Hy and reject Hy. That is (e s
Large sample test for the equality of two populations means lplzlsiullaxion xfmns are equal. In other words, there is no Signiﬂcar:;:
Step 1. Set up Hypotheses: ’ difference between the sample_ means.
Null hypathesis: Ho: py = gy (ie., two independent population means are equal Step 6. Conclusion: Wri}c the conclusion 1n s.m\ple I.anguagc.
In other words, there is no significant difference Ecﬁvuen the sam;krmc:‘m )‘ Note: Identification of left tailed and right ta_lled tests:
Alternative hypothesis: Hy: 4 » Hr (Two tailed test) (ic., two inde cndé;n (i) 1f first samiple statistic stsccond SHATplESBUIEE, then we use left aled e,
p?pt_:lation means are not cqual. In olh.er“ words, licre is (i) If first sample statistic > second sample statistic, then we use right tailed feg,.
significant difference between the sample means.)

), they
Means
ehweey

A company claims that its light bulbs are superior to those of iis

Of  Hy: py > py (Right tailed tesi) [i.e., the mean of the first population is litor. If a study showed that a sample of my = 40 of its bulbs has a megp

greater than the mean of second population] T?—TE:: ;’6'47 hours of continuous use with a standard deviation of 27 hours, while 3

of, M py < pt (Left tailed testy [That is, mean of the first population is SI:,:, le of ny = 40 bulbs made by its competitor had a mean lifctime of 1638 hours of

less than the nican of second population] com;i’nuous use with a standard deviation of 31 hours, does this substantiate the claim

Step 2. Level of significance (@): Choose the appropriate level of significance. at the 0.05 level of significance? |TU, BE. 2061 Ashadl 062 Jestha)

Take the most commonly used a= 5% unless otherwise stated.
Step 3. Test statistic: Under the null hypothesis Hy: 44, = 4, the test statistic is,

S EX-N-EX-P __ (R-T)

Solution: With the usual notations, we have
n, =40, = 1647 hours, ¢, =27 hours

— T = ~ N, 1) n, =40, ¥ = 1638 hours, c; = 31 hours.
SEL~1) oo Let 21, and 4 be the lifetimes of bulbs of these companies.
H 1 2 mom Step 1. Ser up hypotheses:
ere 0y and 03" are known. If they are unknown, then we use their estimates Null hypothesiss Ho : pty = g1 (.. do not differ in quality) *
provided by sample variances S} and 53 respectively. That is, &;° = % and Alternate hypothesis: Hy : pty > g (i.¢. differ in quality)[Right tailed tesi)

Step 2. Level of significance: a=0.05

@ =5j for large samples. So, Step 3. Test staristic: Under Hy : 1, = i1y, the test statistic is

3 -
L2
n oonE
(647 - 638)
If we want to test if two independent samples have come from same population =" 29 961 138 EELTE B
or if two independent population have same variance i.c.. 0i*=0y) = ¢’ then \/ a0 Y30 e
7= (x-r) Step 4. Critical value: At a=0.05,z,=zg05 = 1.645 [ test is right tailed]
:(.l_+ l) Step 5. Decision: Here, |z| < z,, . so test statistic lies in acceptance Region. So, Hy i’
nom . accepted. That is, the observed difference between the two sample means
If 0 = 05° = &% is unknown, we use combined variance Yl 5B not significant, or the mean lifetime of the Tight bulbs do not dife
p significantly. Hence, this does not substantiate the claim at @=0.05.
n.Sf + n>81 e
& =5 = [for large saniples) m 1f the mean height of 60 Engincering students of Tribhuvan University
1! m+m 5 is f.ound to be 68.6 inches and the mean height of S0 Medicine students of the sam
Step 4. Critical value (2q of Za2)i Obtain eritical or tabulated of statistic Z at the University is found to be 69.51 inches, would you conclude that the Nfld"'“‘
pre-specified level of significance according as whether the test is two : Sfl{dcnts are taller than Engincering students? Assume that standard deviation ©
tailed or one tailed. height of the students of Tribhuvan university to be 2.48 inches. (7T, BIE. 2087 Mors
354 355.

A
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Jution: With the usual nofations, we have,

S :
Enginecring students

Medicine students
m =60 i

7= 68.60 inches ¥ =169.51 inches

o=common population standard deviation = 2 48 inches
Let s and gy be the true average hej '
students respectively.

step 1. Null hypothesis: Hy: iy = gis. That is Medicine students are not
. taller than Engincering students
Alternative hypothesis:  H\: j, < iy (Left tailed test) I
That is, Medicine students are lallerlh‘mn
Step 2. Test statistic: Under null hypothesis Hy: jy = 4
test statistic is ‘

(x-71) __(68.6-69.51)

: 1.1 il N
\/0,2("‘ & m ) \/‘r((TO+ E)
Hence, |z} =-1.92
Step 3. Level of significance (a): Take
o = 5% = 0.05 as not mentioned.
Step 4. Critical value: The tabulated or
critical value of z at 5% level of 192 -165 z=0
significance for left tailed test is
Za= Zoos =—1.645
Step 5. Decision : Since |z| > =, it is significant. i.e. z lies in rejection region. So, we
reject My and accept H; which means that Medicine students are taller than
the engincering students.

m An examination was given to 50 students at college 4 and 60 students at
college B. At A mean grade was 75 with standard deviation of 9. At B mean grade was
79 with standard deviation of 7. s there significant difference between the performance
of students at 4 and those at B, given at @ = 0.05 and 0.01? Also find confidence
intervals. |TU, BE, 2056 Bhadra)
Solution: Given data:

ghts of Engineering and Medicine

Engineering students,

1.92

0.05

Class A
Class B v=79 nz=60 Sz=7 %

=75 Hl=50 S|=9

Suppose the two sample classes come from two independent populations with
true mean 4, and i, respectively.
Step 1. Nuil hypothesis: Hy: iy =1
; Alternative hypothesis: Hy: h# ph (Two tailed test)
Step 2. Test statistic: Under null hypathesis Ho : 4y = s is

E=n __05-7) g
97 7 ’

S
50 " 60 dans 00

oot 9% -l 0 1% 1%
Step 3. Level of significance:
(8) Two wailed critical region, [Z|> 1.56

-356-
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(@) a=5%=0.05
®) a=1%=001
Step 4. Critical value:
(a) at @=0.05,
Za2= o025 = 1.96
(b) at a=0.01,
Sm=Zoes =258 008 003
Step 5. Decision: (a) At @=0.05, |-| > z5. So, Ho =358 96 0 136 %
is rejected and H) is accepted. This means,
there is a significance difference between
the performances of two classes.
() At @ =001, |7| < z,. i.e., = lies in acceptance region. So, H is accepted and
H, is rejected. This means, there is no significant difference between (he
performances of two classes.

(b) Two tailed critical region, 1Z]<258

Again, )
(8) 95% confidence interval for the difference of population means (4 — 1) is
s 8
Clfor =) = (Fi =T £ za2 \| 77 %)
'9‘ 7
=(75-179)1 1.961\ [55+ €6=(—4t106) =(-7.06,-0.94)

(b) 99% confidence interval for the difference (4, - 4) of population means is

)
s o8
e

C.I for (i = i) = (X —%2) £ Za2 n o om

Cl _
=(15-79) 2,58 |35 + g5 = (-4 £ 4.03) = (-8.03,0.09).

m (Testing a non zero difference in nieans with two large samples):
To test the claim that the resistance of electric wire can be reduced by more than 0.05C

ohm by alloying, 32 values obtained for alloyed wire yielded X = 0.136 ohm and 5, =

0.004 ohm, and 32 values obtained for alloyed wire yielded ¥ = 0.083 ohm and s =

0.005 ohm. At the 0.05 level of significance, does this support the claim?
\TU, BIE 2066 Magh]

Solution: Give data: ¥ = 0.136 ohm, n, = 32, 5, = 0.004 ohm
¥=0.083 chm, n; =32, 5, = 0.005 ohm.
Step 1. Null hypothesis: Ho: i -ty = 0.050 ohm [y - 4, =8=0]
Alternative hypothesis: Hy: i — py > 0.050 (Right tailed)
Step 2. Level of significance: a=0.05
Step 3. Test statistic: Under Hy 1 gy - th = 0.050, test statistic is
e X-T) - (=g
i SEG-Y)
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- 0.003
go.g(ur , L0us)? =265
2 32

Step 4. Criyr
ftical valye: o= 0.05. Since 1est s right tailed, a1t &= 0.05

g =2, =1. =
Step 5, Decivion: Since l:l > .(‘!05- e !'65

~a, = Iies in Te i i i i i

as Jection rcglon H, 15 re eclcd aﬂd ) is
- ] \ Iy ) !
ccepted. That s, the data substantiate (he claim,

D A college ¢
SCore in assessmen ina lth::;'m? SUrvey 1o test whether there s any difference of
for mominy—
the morning
I ;
sample of S o i assessment as 80% with 5.4, 14%. Similarly, a
e et sti‘j)c::lsul:l_ zﬂ‘{’—prlogram yield average asscssment score of 92% with
Solution, i s : ala what conclusion do You make? |TU 2065)
1|lr)rning-l’ragram P =50,%=80% 51=14%
fay- Program ny=50,5=92% 52=25%
ot 44 and g be th ; i
e Hy ¢ true averages of scores of moming and day program
Step 1. Nl by 1 . i
p ! hypothesis Ho: =ty e, there is no significance difference
between scores in assessment.

1 /0y i.e. there is significant difference
between scores In assessment.
Step 2. Tesr statistic: Under Ho:pny=p,

Alternative hypothesis: f 1A

N 3 Y /) X-x-0

SEGE-p) G
non
80-92

Two Tailed critical region, |Z| >Z.n

——_
(I4)'+f25)‘ 296
50 50

itep 3. Level of significance: Take a = 5% = 0.05 as not mentioned
itep 4. Crifical value: The tabulated or critical value of z at @ = 0,05 for two tailed
testis = = 2 025 = 1.96

‘tep 5. Decision: Since || > a2 2 lics in rejection region. So Hy is rejected. Hence

we conclude that there is significant difference between the scores in assessment.
.11 Testing of Hypotheses for small sample cases (1 < 30)

In large sample cases whilc testing hypothesis we use Z-formula because

ampling distribution of sample mean X is also normal and

z=aL/:/_/i—N(o. 1) if s known.
n

If o'is unknown, then in large sample cases this population 5.4, o'is replaced by
wmple standard deviation S because Sis a good approximation of population s.d. o
' normal population. But Z-formulu are not applicable if the population s.d. o s
’t known and sample size is small (i.c., n < 30).
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This problem was solved by JV.S. Gossct by developing i—req, Gossey
tudent of Mathematics and published the work on ¢-fest under his pen name tgy g, ¢
0 he was not allowed to publish the work with his I AME). Therefyy, o
f!ai:rribulion developed by Gosset is called student’s i~distributigy Simp];,";t
e )
d’.flrll?l!’(!:o'\’z X, is a random sample of size n drawn from a normyy 1opulaiq

SL A, n

ith mean g and variance o (not known) then the students I=statistic i defineq

wi
i V_\'/_Ji which follows t-distrbution with (n - 1) degrees of frcgup,

= . i
SAln . .
X = sample mean, n = sample size, S = unbiased estimator of populatio, s

8.11.1 Properties of t-distribution 4 N

’ 1. Like Z—distribution, t~distribution is also a continuous distribution,

2. (—distribution curve is symmctrical about the line ¢ = ( by flatter than e
standard normal distribution curve. N

3, The value of r ranges from —eo to +eo (i.e., x-aXis is asymptote to the
(—distribution curve) ] ‘

4. rdistribution is lower at the mean and higher at the fails thay 4 norma|
distribution. However as the sample size increase (i.e., n — =) the
t—distribution tends to a normal distribution curve,

5. The t~distribution can be uscd in casc of large sample but large sample theory
cannot be used for small sample. )

6. Total area under a t—dismibution curve is 1 or 100%.

7. The shape of the curve of i-distribution varies with the degrees of freedom,

Small Sample Test (r-test)

If small sample is sufficicnt to get information about population pasameter, it is
not necessary to take a large sample to make decision about parameter because i
saves our lime, available resources and budget. Therefore, in many times we take
small samples because of limited resources and nature of the experiment,

8.11.2 Assumptions for r—test
1. The sample size is less than 30 (i.e., n <30).
2. The population standard deviation o is not known.
3. The parent population(s) from which samples are drawn is(are) normally
distributed.
4. The samples are random and independent of each other.
8.11.3 Application of r —test
The tdistribution has the following applications:
L. rtest for significance of single mean, population variance o? being unknown.
2. t-test for the significance of the difference between two sample means, the
population variance being equal but unknown.
3. Paired ~test for difference of two means,

4. t-test for significance of an observed sample correlation cocfficient.
8.11.4 Test of Significance of a Single Mean (Small sample)

The procedures of testing hypothesis in small sample case (n < 30) and lorge
sanuple case (n > 30) are similar €xcept in test statistics. o i

The procedure of testing hypothesis of a single mean in small case s g1¥¢0
below: Let.X), Xy, .. ., X, be 2 random sample of size n < 30 drawn from a norm?
population with mean 4 and unknown variance o2,
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Hypotheses Test Concerning Mean

Step 1. Set up hypotheses
Null l.waplhesis Hy: 4= py. [That i, the population mean
value 4. In other words, there i igni
- ! 3 no significant difference b
t;e::crlnpl? rr:;an X and population mean for, the di[‘ferenccf: b:tt:::n
; M 1s due to fluctuations of sampling or, the samp} ’
_ drawn from normal population) ' e has been
Alternative hypothesis: Hy: y# Mo (two tailed test)

[;1;’::; liS(S ?g:lélc‘::( r;i‘:‘:;::: nl(:l specified value 4. In other words,
& i )
mean or, sample has not been dr::::;:\o::g:;:;? zlﬂaf:ig:PUla‘Wﬂ
or, Hy: it> g (Right tailed test) [That is population mean is greapler than | ]
or, Hy: < gy (Left tailed test) [That is population mean is less than ;k]]
Step 2. Level of significance (a@): Take a = 5% unless otherwise stated angqs ecify
whether the altemative hypothesis is one tailed or two tailed P
Step 3. Test statistic: Under null hypothesis, the test statistic is .

has some specified

. X-E(X) _X-u . 1 =2
SE (X) = shfn ~ 'n-tWhere =T TG - 1)
Step 4. Degree of freedom (d.f.) =n - 1.
Step 5. Critical value: Obtain critical or tabulated value of 1 at pre-specified level of

significance for (n —1) degree of freedom according to one tailed or two tailed lest.
Step 6. Decision:

(i) If calculated value of t < tabulated value of t
i.e., || S ta2, n-1 (for two tailed test), or |i| <tavn1 (for one tailed test)
then accept Hy. That is, the population mean has specified value /. In
other words, there is no significant difference between X and p or sample
is drawn from the normal population with mean .
(ii) If calculated value of t> tabulated value of t
i.e.{f]> tan, n-1 (for two tailed test)
of, [t| > tm » -1 (for one tailed test), then reject Hj. That is, the population
mean has not specified value go. In other words, there is significant
difference between X and p.
Confidence limits in Estimating population mean x for small samples
(1 - @) 100% confidential or F_iducial limits for population mean 4 are
Clforu=X2ttga1SE (X)

=X xtumn-1 % if § is unbiased estimate of population s.d.

L @al 7
ie, 8 =77 IX-X)

ary decision rule for -test
SummAlt)elrnarive Hypothesis_| Reject null hypothesis Ho if j
H<tho <ty e >t
U flo t> tgie, 1> ta
| A l<—l,ﬂur!>lmi.e4,!>l

r which is
BEITIETR A manufacture of gun power has developed a new powe
designed to produce a muzzle velocity equal to 3000 fsec. Seven shells are l:::::
with the charge and the muzzle velocities measured. The resulting velocities
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zzlfli(-)“: 300;’ 2935, 2995, 2965, 3905, 2395 and 2905, Do these data presel
( me_m :V‘dC“CC to indicate that the average velocity differs from 3,000 ft/sec
= (Pakhara Uni 2001

Soluli(or;: Sgeciﬁed mean of muzzle velocity (sig) = 3000 ft/sec. Random sample siz
)= i,

Step 1. Serup Hypothesis
Null hypotiesis; Hy: 4 =3000
Alternative hypothesis: H,: p#3000 (Two tailed)
Step 2. Level of significance: a= 5% = 0.05
Step 3. Test Statistic; Under Hy, test statistic is

o Xem
:/\ﬁl Al

= = i 64
For X and §% X=Z—;Y‘ =21—7‘5 =3092.14

e . L Ton (X
s“=“_lz().,-,\3’="_,[zxz- ]

n
= "+l [ZX*-nX?) =% [6,77,02,775 = 7 x (3092.14)*] = 129744.4
Therefore, §=360.20
Xy 3092.14 -3000
= e
sAln 360207
Step 4. degree of freedom: v =n—-1=T-1=6
Step 5. Critical value: Since the test is two tailed test, the tabulated or critical valu
of 118 taz, n-1 = fon2s. = 2.365
Step 6. Decision: Since |f| < txa, 5.1 i.¢. calculated value < tabulated value, we accef
Hy. Hence, we may conclude that data don't differ sufficiently fro1
the velocity 3000 ft/sec.
95% confidence interval for true population mean g
(1- ) 100%=95% = a=5%=0.05
So, 95% confidence interval for g is given by:

=0.677

= s 360.20
C..l. for u= X tta1 a1 \f;l 3092.14 £(2.365) ( \ﬁ )
=3092.14 £321.98 = (2770.16, 3414.12)
Hence, 95% confidence that include true mean p is (2770.16, 3414.12).
m A random sample of 16 values fiom a normal population showed
mean of 41.5 inches and the sum of square of deviations from this mean equal to 13
square inches. Show that the assumption of a mean of 43.5 inches for the populatio
is not rcasonable, Obtain 95% fiducial limits for the same.
Solution: Given data: n = 16, X =41.5 inches, (X - X)? = 135, u=43.5.

e el I L E-
e /n_lz(x'—)o “‘/15* 135 =3.

Step 1. Set up hypothesis /

Null hypothesis: Hy =435

Alternative hypothesis: Hy: ji# 43.5 (Two tailed)
Step 2. Level of significance: a=5%= 0.05.




Hypotheses Test Cancerning Mean

Step 3. Test Statistic; Under Hy: =435, test statistic is

Xy 415-4a35
,z;\/—fz‘m=—2.67.

Step 4. Degree of freedon, @f)=n-1=16-1=15
Step s, Critical value; '
for 15 degree of freedom is

tedeny =
Step 6. Decision: =)

So 1| = 2.67.

Since test is two tailed, the tabulated or critical value of t

02505 = 2.131,

Since | > 1, . e, calculated value of ¢ is greater than

tabulated value of f, we reject Hy. and accept #,. Hence we

- conclude that the mean of the population
o, . .
or 959%, confidence limits are calculated as follows

l—a=95"/o:>5%,dﬁ= 16—l=ls,1,,1,,,_|=(ow,

is not 43.5 inches.

1s=2.131,

Thus, 95% confidence limits for the population mean are given by

clL &ny:firﬂ,,_,s.e.(,?)=41.51(2131)%
n
=415+ (213])—=
St( 13 FE =415 £ 16=(09,43)

Lower limit = 39.9 and upper limijt = 43,1

Example-21:FyiS specimen of copper wires drawn from a large lot has the following

breaking strength (in ke. wi) 578, 572, 568, 570, 572, 578,
Test whether the mean breaking strength of the Jot may be ta
5% level of significance,

Solution: Given dafa: j; = 10, 1= 578 kg.ret.
Calculation of X and s
=_ZX 5720

1 sa 1
S =T IX- Xy =g x1456 =161.78 .
Step 1. Nulf hypothesis: Hy: > 578 kgs.

570, 572, 596 and 544.
ken at least 578 kg wt at
TU, BE, 2063 Kartik|

Ls=12.72

[To conduct the hypothesis we may state Ho: pt=578 kgs also:]
Alternative hypothesis: Hy: u< 578 kgs. (Left tailed tesr)

Step 2. Level of significance: a= 5% = 0.05

Step 3. Test statistic: Under Hy, the test
satistic is
j= X—£I= 572-578 =149,
s 12.12n10
So, |1]=1.49
Step 4. Degree of freedom: (df)=n-1=10~1=9

0.08

-1.83

QKL ]

Step 5. Critical value: Since test is one tailed, the tabulated or critical value of ¢ ~.. -~

for 9 degrees of frecdom is 1,5, ~1=Ionso=1.833

[from t-table A-4)

Step 6. Decision: Since [i| <t,, ,_ i.c. calculated value of f js less than tabulated
value of t, we accept fy. Hence the population mean of the breaking

strength is at least 578 kgs.

[AETNTI{ ¥R The specifications for a certain kind of ribbon czll for a mean breaking
strength of 180 pounds. If five pieces of the ribbon (randomly selected from different
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of 169.5 pounds with a standard deviation of 57 pounds .
Il hypothesis s = 180 pounds against the alternative hypothesis < g e
null hypo

: A Poung
. lation distribytion i Sa
§ cance. Assume that the popu ‘ ion is no
the 0.01 level of signifi |TU, BE, 2061 Ashwin/ 2062 Baisak/ 2045 c}{ ;
mlr.]

HE x=169. pounds,n_—5<30f 5.9
jon: Givendata : 4 ISOPDlIndS,r 9.5 ;
Solution: Given data : 4 o ;
[{|:/l< IEUpnunds [[ Qﬁ“” tesi)

rolls) have a mean

‘ull hypothesis:
Step 1. ,}:ncr"-”i:‘"‘ hypothesis: -
iignificance : a@=0. .
g:::: ; ;‘;::::Z:vﬁc :[Under H, test statistic is
Fog v Moo —J80 4G
O g =g
i(df)y=n-1=5-1=
el ng'me/'('{iﬁ:z;?l::;rr)(v;th)m: Tabulated or critical value of f for 4 degree of
Sleps: CrlEg freedom is fa, »_ = tyg), ¢ = 3,747
6. Decision: Since || > 14, »-1, the null hypothesis Hy must be rejected a
Step 6. ne 0-1 So we accept #}, i.e. mean breaking strength is less than 180 pounds
m T"he Edison Elcctric Institute has pub!ishcd ﬁgqrcs on the annya] value
of kifowatt hours consumed by various home appliances. It is claimed thy vacuum
cleaner consumed an average of 46 Iu[auw{r hours per year. If a random sample of |2
homes included in a planned study indicates that vacuum cleaner consumes n
average of 42 Ailowart hours per year with a standard deviation of 11 9 kilowan, does
this suggest at the 0.05 level of significance that vacuum cleaners cnnsumcs,.on the
averagg, less than 46 kilowart hours annually? Assuine that population of kilowas
hours to be normal. [TU, BE, 2987 Mangsi|
Solution: Hint: f{y: yt=46 versus H): u < 46
Y-y 42-46
Y PR TEYY i
tn-1 =1lo0s. 11 = 1.796
1| < e o1, Accept Hy and reject H),.
p The following data were obtained for the amount of time (second)
taken by a proposed computer system to compile a sample of short FORTRAN

program:
23 [67 [38 [50 [49 Jo61 144 T332 39 48]
46 |57 [53 |47 [42 [a7 57 48
At 5% level of significance, test the null hypothesis that the mean compilation
time for all short of FORTRAN program run on the system is al lcast 4 seconds
Should it be accepted or rejected. |TU, BE, 2064 Shrawan]
Solution: Set H,: 224 seconds versus Hy: gt < 4 seconds

-

alcu = nd solve as before
C late ¢ —/—\/——a d solve a bef

p The following samples failure data (thousands of miles) were obtained
for a type of catalytic converter:
623,444,492, 492 633 476, 60.1,37.4,55.8, 57.5,58.3,56.2, 543.

At 3% level of significance, must YOu accept or reject the null hypothesis that the
catalytic converter will last, onaverage, 50 thousand miles? [TU, RE, 2061 Shrawa]
Solution: ScLHf.,: H <50 thousand miles versus H,: 1> 50 thousand miles and sch¢

as before.
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potheses Test Concerning Mean
mm The life in hours of a battery is &

xaf Ty is known 1o be approxi
distributed. A l_*andom sample of 10 batteries has a mean I‘j?c ofn:(l]tzlyhnom\ally
standard deviation of 1.25 hours. Is there evidence to support the claj . h D
life exceeds 40 hours? Use @=0.05. ) e L L)
Solution: Data given: n= 18, % = 405, 5= 125 [TU, BE, 2066 Magh)

Set hypothesis Hy: 12> 40 versus Hy: p<a0,

U
” \fi-x and proceed as above,

Calculate t =

8.11.5 The Two Sample t~test and Confidence Interval

(l'nfcrence Fonccrning two means: Independent samples)
Assumptions for testing the difference of means; ;
This t-statistic requires that; :

L. X Xa..., Xy, is a random samples of sizes ny from population 1 which has

mmean =4, and variance = g,
2. N, I,... Yy, is a random samples of sizes ny from population 2 which
has mean =4; and variance = ¢}. S

3. The populations from which the samples are drawn are normally distributed.
4. Population variancesunknown, © - 0 o e S T

5. Two samples X, A3, ..., Xpyand ¥, 1y, 00 .'Y,,i'axc random samples and
independent. ' ' . B
8.11.6 Small sample test of significance for the difference
between two means
Small sample test of significance for the differcnce between means is as follows:
Step L. Set up hypothesis
Null hypothesis: Ho gty =iy =8
Alternative hypothesis: H\: pty — p; # 8 (Two 1ailed test)
or, Hy: thy— p > 8 (Right tailed tesi)
or, H:uy -t <8 (Left tailed test)
Step 2. Level of significance (a): Take most commonly used @= 5% unless
otherwise stated. 5 5
Step 3. Test Staristic: Under the null hypothesis Ho: gy — =8 and 0y" = 03" =
the test statistic is

\

2

(X, -X;)-8

= T N
2 —_ —
SI‘ n +n;

l-n.,-l

where pooled (i.e., combined) vgriancc S; is unbiased estimate of the
common population variance 0.
Calculation of §j; : . .
(i) If the unbiased estimates of population variances (ie., S and S3)
(=) St +(n=1) 3
mtm-2
@) If S?( and S% are not given, we calculate S} a;;allows: m
1 3 H
sz' Tmtng-2 [ZX _-(~—"l—l+zy T om ]
Step 4. Degree of freedom (df) =V =t = 2

arc known, then 5,2, =
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Step 5. Critical value: Obtain the tabulated or critical value of t at & level of
significance for (n, + ny - 2) degree of freedom in one/two tailed te

Step 6. Decision: If | 1| > 1, n, +ny-2 fOr One tailed test

3 or, 1> teg, ny + ny-2 for two tailed test, then reject H and accept H).

I£11] S tn ny + ny -2 foOr one tailed test

4 or, | < Ta2s n) +ny -1 fOr two tailed test, then accept H and reject A,

Summary of decision rule for - test

Alternative hypothesis

Reject null hyporhesis if

=y <8 (<-t, ie.|]>t.
i => 5 (>0, Qe >t
=% d <t ie >t

Or 1> 139, 1.. )| > tun

Case I Unknown and Equal Variances
Small sample test of significance for the cquality of two means ;= i
Assumptions
This t-statistic requires that:
1. Xy, Xy, ..., Xp, is a random sample of size #,< 30 from population 1 which ha:
""" mean =y, and variance = 0} . )
2. 1, hy... o Yy, is a random sample of size n;< 30 from population 2 which
has mean =g, and variance = o} .
3. The populations from which the samples are drawn are normally distributed.
4, Population variances are equal but unknown. It follows that the standard
deviations of two populations are also equal i.e.. 6, = & = 0.
S. Two samples X, X5, . .. .X,,I and 1, Yy, ..., ¥y, are random samples and
independent.
Small sample test of significance for the cquality of two means
Step 1. Set up hypotheses
Null hypothesis: Hy: p1) = j4y. That is sample have been drawn from the
normal populations with the same mcans. In other words, there is no
significant difference between two sample means X and Y.
Alternative hypathesis:
That is samples have not been drawn from the normal populations
with the same means. In other words, there is significant difference
between two sample means X and Y.
or, Hy: > iy (Right tailed test). That is first population mean is
significantly greater than the second population mean.
or, Hy: py <p (Lefitailed test). That is, first population mean is
significantly less than the second population mean.

.-,,J Step 2. Level of significance (a): Take a= 5% unless othenwise slated.

Step 3. Test stavistic: Under null hypothesis Hg : gy = 44, t—statistic is

l=(1\7-7)-(“1-/lz\___ X-v
1 1

SEX-1




Hyporheses Test Concerning Mean

Step 4,56 are same a
The two sample ¢
(1-a) 100% is

$ in previous test of significance.

confidence interval for M = 16, with confidence level

- WA
[cz- Pt an [ —+—)]
Note: Fords > 30, the signif;

cant values of 1 are same as those of Z for the normal
test. So, 7, =zq

and foy = 2, for d.f >30,
e ,Tlf'e following random samples are measurements of the heat-producing
capacity (in millions of calories er fon) of specimens of coal from two mines:

8130 [ 8350 | 5070 [ 8340 |
Ibmlzm
Use the 0.01 level of significance (o test whether the difference between means of the
these fwo samples is significant? TU, BE, 2061 RaishaAWTU, BE, 2068 Aagh (Back))
Solution: Let 4y and 44 be the population means of mine | and mine 2 respectively,
Null hypathesis: Ho iy = g0

Alternative hyposhesis: Hy:un # 1 (two tailed test)
Step 2. Lever of significance: = 0.0;
Step 3. Tes,

I statistic: Under Hy: gy

= L. test statistic is

Foi T‘—F)-(ﬂ —Ev)
1l 1
"\t
Calculation of sample means and :,.2
Haven =35, n=6

- Zd, =
Now, T =4 +,—“'-= 8260 +%= 8260 + (-30) = 8230

Zd, 3
_V=B+"—*=7900+2~0=7940
" 6

a1 R B P
R

ny

1
=3 [67500 -
o ose=11431

_150) 240
( St 64200-%] = 13066.67

-V 8230 — 7940

[l 1N Ly
X L Sga
s (n. ) IITEY \/(s*s)
Step 4. Degree of frecdom df)=n+m-2=9
Step 5. Critical value : Tabulated value of th
of freedom in two tailed test is Lortm,
Step 6. Decision:
Since Jf| > 1.833, Hy is rejected and H,
between means of these two samples is si

So, test statistic is: s =

9

¢ test statistic at @ = 0.01 for 9 degree
-t = fo0si9 = 1.833 the

is accepted. Hence, the difference
gnificant,

99% confidence interval
(1-0) 100% = 9% = a= 1% =0,0|

lademy emy-2=lous, s = 1.833
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21 1
Hence 99% C. for (¢ = )= [ﬁ Tl g *"z) ]
=290 £ 1833 x 69.22 = (290 £ 126.88) = (163.12, 416,25,

i by two machj
" number of articles produced by nes per gy
p ﬂ:; ::::35:(1 deviation 20 and 25 respectively on the bagys "rh‘gn?‘;i
e 25U~\\ :!ucli:)n. Can you regard both the mnch-me‘ equally efficieny an
o 2]5 lg””sn‘n f‘:l(::.’mCC" \TU, BE, 2057 Bhadrarggs Chairay
el of si : - e
leve . ,3 iven: sy =ny =25, =200, F =250; 5, = 20,5, = 25
Solution: Data giv 1 1 3 J
2 (=D s +(m=1) 53 =512
= m+ny—2 .
Step 1. Null hypothesis: Ha: gty = p1; (i-e., both machines are equally eflicient)
cp 'Afn-m;nive hypothesis: Iy: o # g1y (i.e. both are not equally efficien)
Step 2. Level of significance: a@=1% = 0.01 o
Step 3. Test statistic: Under Ho: f4 = jt3, test statistic is

200250

=-7.65
i,
Solm*tn,
Step 4. Degree of freedom (d f): ny+ 1, - 2 = 48
Step 5. Critical value: For d.f2> 30 the significant valucs of t arc same
for the normal test. So, Zypes = 2.58.
Step 6. Decision: Since [i] > fqq (.., 1 < 143), it is highly significant Hence, Hy 15
rejected and we conclude that both machines are not cqually cfficient ot 1o,
level of significance. p
A college conducts both day and night classes intended tobe wentical. A
sample of 15 students yield examination results as ¥ = 72.4 and 5 =148 4 sample of
10 students yield cxamination results as T = 73,9 and 2= 15.9. Is there any effect o
the result by the shift? Test it at 5% level of significance, ITU, BE, 2063 karsit)
Solution: Set Fy: 2, = 1. versus Hy: gy # 14y and solve as before,
The nicotine contain in mg of two s
be as follows:
[Sampled |23 127 36 131
(Sample B~ {27 [30 [ 28 T3
Can it be said that two sam
Solution: Set Hy: 41, =

P

533.85

as those of ;
ly =32 =

amples of tobacco were found to
\TU, KE, 2063 Kartik]

25|
131 122 3]

ple come from nomal population having some mean?
Hyversus Hy: gy # g1, and solve as before,

A company clims that their light bulbs are superior to those of its main
competitor. If a study shows that a sample of 1y = 10 of its bulbs had a mean lifetime of
647 hours of continuous use withasd of27 hours, while a sample of ny = 15 bulbs made

by its main competitor had mean lifetime of 638 hours of continuous use with sd of 31
hou:s._does this substantiate the claim at the 0.05 leve| of significance? {7u, BE, 2062 Jesthal
Solution: Set Ha: jty = p1y versys Hy gy > p,

and solve as before.
p In the process of making a decision of either continue operating or close

people who had visited the centre, at least

cen each person's place of residence and heall
cem?r Was computed and recorded. Of the 25 people responding, 16 were in favour of
continued operation, For thess 16 people, the average distance [rom the centre was 52
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T wilh 2 .gmndurd dcvvat'lon of 2.5 miles. The remaining 9 people who were in
our of closing the center lived at an average of 8,7 miles from the center with a 5.4

fav . h R i
) c ese data indic ieni i
of 53 miles. Do t ate that there is a significant difference in mean

e (o the health centre for these two groups?
gistance to groups? ITU, BE, 2064 Poush|

alution: Datagiven:n;=16,X=5.2 miles, 5, = 2.5 miles

"=9.¥= 8.7 miles, 5, = 5.3 miles.

Set Ho: th = pa versus Hy: uy # 41y and solve as before.

. Two types of drugs were used on 5 and 7 patients for reducing their
weight. Drug A was imported and drug B was indigenous. The decrease in the weight

Jfier using the drugs far six months was as follows;
Drug A 10 (121 13[11 |14
Drug B 8 19 [n2[wT15 109

Is there a significant difference in the efficacy of two drugs? If not, which drug
should you buy? 17U, 2055)
Solution: '

Step 1. Null hypothesis: Hy: 1y = g4, .That is, there is no significant difference in the
cfficacy of two drugs 4 and B.
Alternative hypothesis: Hy: p) # yy (Two tailed test).That is, there is
significant diffcrence in the efficacy of two drugs 4 and B.
Step 2. Level of significance: Since the level of significance is not given, we take

jpll

- a=5%=0.05.
Step 3. Test statistic: Under Hy: 4, = sy, the test statistic is
-7
11
2{ = L —
o i )
Calculation of sample means and s[,2
JIx 80, o B T,
Here,m;=5,m=17. So, '=;=5 —IZ.y—”z =3

1 2 ) P S =54
8 =g (B 4 20 =5z 0+ )

12-11 0.735
54 (3 +$)
4. Degree of freedom (df) = mn,—2=10 o . o
g::pp 5 C;ét,ica[ ;fg;lc: The tabulated of the test statistic ¢ at 5% level ofs:g—n;ﬁzcza;cc
for 10 degree of frecdom in two tailed test i foz, m+m -2 = fo028000 = = :
ce the calculated value of £=0.735 is less than the tabulate

i i Hence, we conclude
=2.228. That is, |i] < ta2, Hals accepted. 3
ffercnce in the efficacy of wo drugs A and B.

So, 1=

Step 6. Decision: Sin
value of tha2s, 10 . ,
that there is no significant di Sl
Thercfore, any drug 4 or B can be bought. ) .
Exam le' OA group of six months of old chickens reared on 3 hlgl[)_ protzxir;kci\:s
wighl 2 15 L1 16, 1.4, 1.4 and 1.6 kgs. A sccor}d ;;1'()}1;;1 ‘())fs nlfcoc14 2
Similarlf t}cnre& except that they receive a low protein diet w;"gh .r(;tei.n'di.et‘ .
and 1.3 kg. Test whether there is significant evidence that higl Fm )
increased the weight of chickens.
Solution:
_1AR-
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Step 1 Null iv; Hy: i

p il hypothesis; Hy; Hi =ty ie., the high protzin dict has not increased

P the weight of the chickens.
ernative h;ywr/ws:x:hH,_: # > to (Right tailed tesi). That is, high protein
as increased the weight of the chick

- ' L : g e chicken.

€p 2. Level of significance: Since the level of significance is not given, we take

a=0.05.

Step 3. Test statistic: Under Ho: pty = oy, test statistic is

X-7

et N
IyARR!
s, (—+—
\m o

Calculation of sample means and 5

1=

3
LI 98 moss
Here ¥ = = _1_4,y~”1= : =11
2 1 (Zx)? (=
=— | gz XL o (21
% “|+”1_2[Z\ Ty *2y m ]

1
“T0 [13.94-13.82 + 6.29 - 6.05] = 0.046
14-1.1

g
\ /0.046(5+§)

Step 4. Degree of freedom (df-)=ny +n—2=10

Step S. Critical value: Tabulated or critical value of t for 10 d.f. at 5% level of
significance for right tailed test is ¢, nem-2=lons 0= 1.812

Step 6. Decision: Since |1 |> 1, it is significant and Hy is rejected and hence A, is
accepted which means there is significant evidence that high protein dict has
increased the weight of the chicken.

[X¢TT00EH The means of two random samples of size 9 and 7 are 196.42 and
198.82 respectively. The sum of the squares of the deviations from mean are 26.94
and 18.73 respectively. Can the samples be considered to have drawn from the same

normal population? (Use &= 5%) |TU, BE, 2065 Chuitra)
Solution: Given data: iy =9, X = 196.42, ):(A\'—.T)z =26.94

m="1,5=198.82, 5(y -5y =18.73

Set Hy: 11, = 4y versus g4 # 4, and solve as above.

£ [ETLTIIEIR In investigating which of two presentations of subject matter to use in

a computer programmed course, an experimenter randomly choose two groups of 18
students cach, and assigned one group to reccive presentation | and the sccond to
receive presentation 11 A short quiz on the presentation was given to each group and
their grades recorded. Do the following data indicate that a difference in the mcan
quiz scores (hence a difference in cffectiveness of presentation) exists for the two
methods. |TU, BE, 2066 Magh)

i

Mean | Variance
Presentation | 81.7 232
Presentation 1] 77.2 19.8

Solution: Givendata: ny = 18, ¥=81.7,51=23.2
np=18,5=71.2,53 =198, compute s
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“132 # =1
Using s; =—___———-("' s +(n-1)s3
ny+tny-2
Set hvpothesis Ho: 1, = iy versus H, ¢ 4 # g and solve as above. )
: To find out whether a new serum will arrest leukemia, 9 mice, all with
an advanced stage of (he disease, are selected. Five mice receive the {reatment and 4
do not. Survival times, in years, from the time experiment commenced are as

follows:
[ Treatment [21 53 [ 14 I

[ Wo Treatmens | 19 | 05 | 2.8 [ 31
At the 0.05 level of significance can the serum be said to be effective. Assume

the two distributions to be normally distributed with equal variances.
\TU, RE, (11/11) 2067 Mungsie]

Solution: Given data: n; = 5, i, = 4. Set up hypothesis
Hy: gy = pyversus H): yy # 4 and proceed as above.
Please Remember: If the degrees of freedom is 30 or more than 30 (ie., df >30)
then Z-values and r-values arc same. See the following cxample:
s According to Chemical Engineering an important property of fiber is
Its water absorbency. The average percent absorbency of 25 rendomly sclected
picces of cotton fiber was found to be 20 with a standard deviation of 1.25. A
ran(_iorp sam;_)ls of 25 pieces of acetate yicld on average percent of 2 with a standard
deviation of 1.25. Is there strong cvidence that the population mean present
absorbency for cotton fiber is significantly higher than the mean for acefate? Assume
that the percent absorbency is approximately normally distributed and that the
population variances in present absorbency for the two fibers are the same. Use a
significance level of 0.05. |TU. BE (111/11) 2067 Mangsir)
Solution: Given data; n; =25, % =20, 5, =1.25,n,
(n=D)si + (=153 24 x (1.25) + 24 % (1.25)°
So, si= ; = ! (L) _ ) 563
nm+ny—2 25+25-2
Step 1. Null hypothesis: Hy: g) = p2. That is population mean percent absorbency
for cotton and acetate are equal.
Alternative hypothesis: H: gy > pi (Right tailed test). That is, mean percent
absorbency for cotton fiber is significantly higher than for acetate.
Step 2. Level of significance: a=0.5
Step 3. Test staristic: Under Ho: pq = j,

=255 =12,5,=1.25.

xX-v 20-12
= T 1 =17.35

11
5 \/7;+;;) 163 \/25 *3s

Step 4. Critical value: Tabulated or critical value of t for d.f = 48 at a=0.5 for

right tailed test is £, nyay -1 = f005. 48 =Za=Z005 = 2.58
Step 5. Decision: Since | 1| > 1 it is significant. Therefore, we reject £ and accept

H,. Hence, there is strong evidence that the population mean- percent

absorbency for cotton fiber is significantly higher than the mean for acetate.-
An experiment as performed to compare the abrasive wear of two
difterent laminated material. Twelve pieces of material 1 were tested by exposing
each picce to a machine measuring wear. Ten pieces of material 2 were similarly
tested. In each casc, the depth of wear was obscrved. The samples of material 1 gave
ed) wear of 85 unites with a sample standard deviation of 4 while the
12 gave an average of 81 and sample standard deviation of 5, Can
nificance that the abrasive wear of arterial 1

an average (cod
samples of matcria t
we conclude at the 0.05 level of sig
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t of material 2 by more lhcacs
ly normal with cqual variances.
y represent the population means of the abrasive wegr 3

; S
n 2 units? Assume the populations 1, be

exceeds th?

approxxmalc
" nd 4. 3

s Lot arial 21 respectively:

SolutioI L e
material 1 an , T

¢ up hypotheses  pam
Step 1. S;,,/Il,l.;paﬂms:x:  Ho ,ul, >2

Alternative It pothesis: Hy: ph = #2
gz cignificance: =
Step 3. Level nfu;_,mﬂ m e
= ithy =2
Step 4. Critical region: 1> 1.725, where t STim ¥ Ui -
freedom.

7 =855=4m= 12, y=8l,:=5m=10
(- 1)sy *+ (2= Ds}
g 000 2 oee

Hence 5, mHm—=2

6 (0@ _
5= T

_ (85-81)—2 i
1= 2478112+ 1/10
p=P(T>1.03)= 0.16.[From 1-table A-4]
ision: Do not reject Ho, We are unable to conclude that the abrasive wear
Step 6 Demm"ofr:aterialjl cxc;cds that of material 2 by more than 2 units
n but Unequal Variances
lyst is not able to assume that g=0;. When we
les from normal populations whose variances

Step 5. Computations:

-

Case Il Unknow
There the situations where the ana
deal with independent random samp
seem to be unequal, we should not pool.
0y # 0y, normal populatioms

le sizes n, and n are nol large and 03 # 63,

Statistic for small samples inference,
For normal populations, when the samp
3 e (X-nN-46

5,5

n

is approximately distributed as a

The estimated degrees of freedom
the sample variances <} and 53

1 m
¢ with estimated degrees frecdom.
for ' are calculated from the obscrved values of

2
G2
g 22
eV M
(3 )t (s3my)
b PR i 18
: n -1 n-1
The estimated degrees of freedom are often rounded down to an integersoa! b
can be consulted.
The test based on 1 is called the Smith-Satterthwaite test.
o p (Testing equality of mean product volume) .
b.ne process of making green gasoline takes sucrose, which can be derived fiom
10:]355. and converts it into gasoline using catalytic reactions. This is not 2 process
making a gasoline additive but fuel itself, so research is still at the pilot plant stage- A
one stfp ina pilot plant process, the product consists of carbon chains of length 3. Nir¢
runs were made with each of two catalysts and the product volumes (gal) are
L(éatalyst 1 10.63[2.64[1.85]1.68]1.09]1.67[0.73]1.04
[Catalyst2 [5.71[3.09[4.11[3.75]3.49[3.27]3.72]3.49

-371-

Estimated degrees of freedom =




Hypotheses Test Concerning Mean

D
.vn/\f;v -1

qop Test Statistic: Under Hy: 4= jt,, the test statisticis £ =

Calculation of Dands 5

SetA ()] SatB(X) [D=X-Y[ D"
12 =2 | 4

8 I

8 | -1 1 1

10 T [ 1

[s 0 | o0

(11 | I

9 0 [0

T3 =2 1 4

[9 [ =2 4

19 | -1 1

ID=-10[ID =16
Here,n=10.[—)=%=—"0"=‘1

L , @0l _10)*
Sn"——[ZD'— = ]=-9- [l&—gﬁ‘]’]=0.667. So.s, = 0.82

“n-1

-1

D
Hence ¢ 59/\1-;' O.EZW 3.86
Step 4. Degree of freedom (d.f):n = 1=10-1=9
Step 5. Critical value: T
freedom in one tailed test is fyos, o = 1.833
Step 6. Decision: S
we conclude that training has benefited the set B students.
p A certain stimulus administered to cach 12 patients resu
following increase (change) of blood pressure:
5,2,8,-1,3.0.-2. L, 5,0.4.6
Can it be conclude
increase in blood pressure?
. Solution: Here, we are given the increments D
readings of 12 patients.
Step 1. Null fypothesis Ho: f1y = Hy - That is there i
the blood pressure readings of the patients be
other words, the given increments are not due to t
Alternative Hypothesis: Hy: py
results in an increase in blood pressure.
Step2. Level of significance: Since the level o
a=5%=0.05.

he stimulus.

test statistic 1S

Step 3. Test statistic: Under Hy: f1,= Hy
D _ 3o 2__1 5 p:m’]
(= where, D =""15, =—|2ZD" -
& /% " ) w0 T n-1 n
Calculation of Dand sp
ﬂl‘l’ll

EIECIANER
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he tabulated or critical value of 1 at = 0.05 for 9 degree of

ince [f| > ton ny (i€ 1 <M 1), We reject H, and accept H,. Hence
Ited in the

d that the stimulus will be in general, accompanied by
{TU, BA 2055/ BSc 2057, 2060}

— ¥ — X in the blood pressure

s no significant difference in
fore and after the drug. In

> fy (right tailed test) i.e., the stimulus

f significance is not given we take,

P IPHR TS
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= Ip _1 r L EDY
D=3 =E=1'53'3n=;_—1[:”' o :\'—9.5183
b 2.58
(= ===
= 5o Lo
_ﬂ p————
" 12

Step 4. Degree of, reedom (df)=12-1=11

Step 5. Critical value: Critical or tabulated valuc of 1 for (11d/f at5% level of
significance for right 1ailed testis e o1 = foosn = 1.796

Step 6. Decision: Since the calculated value of 1 is preater than the tabulated value
of t,ic. |l > la n-tv it is significant and My 18 rejected and hence Iy is
accepted which means that the aimulus 15 effective in increasing blood

pressurc.

8.13 Analysis of Variance (ANOVA)

8.13.1 Introduction

As long as we face with the problem of testing the cquality of two means of
the respective populations, the tests like "normal tests for large samples” and "f -
{ests for small samples™ arc used. However, experimenters often prefer to test the
equality of more than two means. For example. i order to kpow the influence of
medicine, it may be tried with different Jevels of dosaze and cach level may have its
mean effect. One product may be produced by morc than two sumilar machines and
cach machinc may produce the product that has a specific mean value for a
dimension (mean width, mean length, cte.) that may be different from the mean of
the dimension of the product produced by other machines

Under these circumstances, there exists @ traditional  statistical test method
called Analysis Of Variance (frequently abbreviated as ANOVA) that can be used for
comparing means when there are more than twe levels of a single factor (or treatment).
For example, the cffect of different Jevels of dosage of same medicine (treatment or
factor) may be comparced. Therefore, ANOVA is 2 statistical method for detennining the
existence of differcnces among several population mgans. In fact, treatments relative to
the variance within treatments and hence the name analysis of variance.

To understand the concept of ANOVA, let us consider the following example. Ina
film manufactuning company. photo sensitized soluhion is coated en a base film. The base
film thickness is obscrved t© be a critical factor, as it affects the quality of the film. The
hat produce film base of s;‘uciﬁcd thickness, i ¢.,(180£7)
microns. Since the machincs are expected to produce film base of same thickness. they
are controlled based on the outcomes of the sample test results on thickness. The means
and variances based on tea samples per machine arc calculated and are shown in Table. 1T
we assume that the thickness values are from normal populations, then the overall
population and the distnibutions of the samples of five machines can be obtained as
shown in the following figure. In figure, {he overall population mean is considered as 180
with the standard deviation 2,605 (pooled from samples)

Table: Mean and variance of base thickness (/n microns)
Mean thickn Standard deviation

company has five machines {

A77-
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Overall population

(1) - (5) Distribunans of
sampes of live
MAChNGS r18speciively

1’70 |‘75 1;0 !;5 H;O
Thickness of film base
Distributions of averall populations and sample observations.

: It may be observed from above figure that while the overall population is the
dgsnred result, the distributions, of the samples of thickness values collected from
different machines show that their means are different (few are on the left side and
few are on the right side) from the overall population mean. Therefore, the
expenimenter prefers to test whether this difference between the samples are
statistically significant or not. If the differences are not significant, then the mean
values of thickness can be taken as equal.

Techniques of Analysis of variance (ANOVA)

The techniques of analysis ol variance for a single variable and two variables is

very similar and it can be studied under the following classification
ANOVA

|
l g

One -way classification Two-way classification

Figure;

Assumptions of ANOVA .
1. The populations form which samples are drawn are normally distributed with
same mean and varijance. !
2. The samples drawn from different populations are random and indcpenden[_
3. Various treatment and environmental effects are additive in nature - :
8.13.2 One-way ANOVA (or single -Factor Experiment) and
linear statistical model
One-way ANOVA involves the statistical model either of data sampled from
more than two numerical populations (distributions) or of data from experiments in
which more than two trcatments have been used. The characteristic that
differentiates the treatinents or populations from one another is called the facror
under study and the different treatments or populations are called fevels of the
Sactor. Under the one way ANOVA, the influence of only one attribute or factor js
considered. For example:
I An expcriment to study the ellects of five different brands of gasolinc on
automobile engine operating efliciency (mpg).

-378-

Scanned by CamScanner

obability and Statistics For Engineers

pr
effects of the presence of four diffe,g
iment to study the ¢ ’ el gy,
2 Ar]\ [ci’((,izn(glucose sucrose, fructose, and a mixture of the threg) on b:\cm{.:
solul )
/gxro:‘(’g;'rimcm 10 decide whether the color density of fabric specimey depeny
o ¢ d &
the amount of dye used. o

10\? w let us generalize the concept ofAI\OIA

S ; ose we have & different levels or & independent random samples, fron,
upp!

. t populations (that is, data concem|gg k treatments, & groups, k Methogs o
dlff;:rel:‘ l: cte) of a single factor that we wish to compare. Each factor |y is al,
pro uction, -

d a treatment. The responsc of each of the & treatment is a randop Varigh

a : ; : ;

fl":;\"c ¢ are concerned with testing the hypothesis that the means of these
en wi

i 1.
opulations are equal )
i Typical data for a single-factor experiment

i
le.
3

Treatment Observations (response) Meuns S of sgucrey
rearme & a . = i -
Sample 1 Bt Fid e MRS Hm i Y
Sample 2 PR EENRRE A N2 Zl”"l (,w‘;xl:
b = 5 .
Sample § FnoVaeses Voo Py i Z,:.()rﬁ)'
Sample k Yo Yoo Yigeo b, I Z:-‘i(w_'_l)-

A cell in Table say y;, represents the j* obscrvu!ion tuken under treatmep;
i. [t is assumed that there are an equal numbgr ofobservn'uans, n, on each treatment
I:Iow. the observations in Table may be described by the linear statistical mode]

Y;=HiTtE, Q= l,2.....k_andj= I,',ﬁ.“”'”' ’.:. (1)

where Y is a random variable denoting the (1)) 9bscrvahon, A is a pamey
common to all treatments called the overall population mean, 7, is 2 panameer
associated with the i treatment called the ™ treatment effect and £ is a rordin
error component. Notice that the model given by Eq. (1) could have been writtenz

Yy=p+e,; i=1,2,...  kandj=1,2, ...,n v (2)

where 4, =y + 7, is the mean of the ™ treatment.

In this form of model given by equation (2), we sce that cach treatmet
defines a population that has mean g, consisting of the overall mean g pls aod
effect 7, that is due 10 the particular treatment. It is assumed that the erfors &, 1%
normally and independently distributed with mean zero and variance o, and 3l
normal with mean g, and variance o;. Therefore, each treatment can be thought!
as a normal population with mean g, and variance o} .Usually, it is expected that ,
gi=oi=... =gj=a? (the_homogeneity of variances). It may be noted !b-‘l‘!.
treatment mean 44 is estimated by its unbiased estimator j,and vaniance 7.5
estimated by its unbiased estimator S , where

F,=Z."y”=-‘-", =152 500 K
i n n’
1 oXE
andsf=;_—§,‘ (y,,—y,),u=l,2,m,k
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cimilarly. the overall population mean /7 and variance o can be estimated . -
rcFF“"\ch by the unblased}c:sumatorsx and §%, where ] Pl s .ISTr Yooy "‘(),'_ ),). -1
M SI”'N 1 ._.-| }:,- (,\,, )) MSE —n‘rl E,‘:l (yu“ V')I’N‘k
sis also known as lhe total mean square (total variance) of the overall has an F distribution \:)”,‘hek‘:‘l,:j:!\\(,;;;d;ﬁlyfﬁ: of freedom
I]’)?t"uul?:vlﬁn If T= Tatal sum nfall the ohservations ! S““ch of Degrees of | sumof | mean F ratio
s —-Z,— Zl,‘),, Z,,., T where ;=Y -| vy Variation freedom squares | square
N = Total sample size = To., 1, 3 Treatments k-1 SSTe | MSTr=SSTik=1 | . _ MSTr
Then averall sample mean (or grand mean) ¥ is given as Error N-k SSE AMSE=SSE/N-k MSE
7—24 Z., i Z,‘.| n,T,=I ‘ Total N—l‘ SST
. 21-1 n; N N

m (How does ANOVA estimate from a decompasition of individual

mudcntity for onc-way analysis of variancc) obscrvations?)

SST=SST, + SSE

Suppose 3 drying fonmulas fc i I ¢ studicd and the following times
where, SST—ﬂ., hish G -)) = Total sum of squares i e OF ClANEsaRgiic ArS iUl &

observed.
SST,=Zf.| n‘(f,—f) = Treatment sum of squares ['m;”'mla 3770 Trénc” 3
orbctwgcn»samplcs sum of squarcs. B Bl Talis =
- i o . 3| 4]2]4
SSE=Z:.1 Z"},‘ (y¢=)) = exvor sum of squares or within sample sum of squares. < 4] 1] 3
- Construct ANOVA table.
Decompaosition o;lhc d‘;gnfs;;r;“(:nm, t + df error Solution: There arc N = Z.}-Nh =n;+ny+ny=5+4+6=15observations
Sf.total = df treatmen 4 T = Total sum of observations = 120
):,I»‘,l n-l = k-1 + Ty mi—k 3 The grand mean
TiZeds T 120
Definition: Mean square = sum of squares / degrees of freedom T e i | 5 1 '_JT, =5=8
SST, ; That is,
MST, = treatment mean square = 3—f & v o= 5 + (m-7) + (.‘-;—T)z
S Pt SSE Observation  grand mean deviation due to error
MSE = Error mean sq N-K treatment
Shart cut formulas Sums of squares . For cxamp_lc 13=8+ (1.0_- 8) + (13 -10) .
So, repeating deccomposition for each observation we get
SST=%,. l J:j C ; Observation grand mean treatment effects error
2 2 Yii b v,-7 ¥,
T' ] " ¢ Yi=) (v ¥»
SST. = z" L _ ¢, where, € = < is comrection term for the mean with ; 3108 e - AEERR- 222121 - 3o -; 12 -
r =l p, N [unuu--]-[xnn--],, ss 85 - - plozy -
413 a1y S RRERAR =55 =5 =5 5 g 1-10 11

&
N=Zian, : Now,
SST, = treatment sum of squares
=T (1=7)'= 520" + 4(5)! + (=57 = 270
SSE = crror sum of squares
k 3\
-2, % (-7
=3’+0-+(-2)’+....*(—|)’+1:—1
SST = Total sum of squares = f_'f,.l 1-\ (; W \) =302

Hence, SST=SS8T, + SSE
ie, 302=270+32

A h =5 .
T,= Total of the n, observations in the " sample = Zj,, Yy

. k
7= grand total of all N obscrvations = Ly Ty

Remarks: ‘ ot
When the population means equal, both MSTr and MSE are cstimates ol &
However when the null hypothesis is false, the treatment or between sample mcn]nl
square can he expected to exceed the crror within sample mean square. 1f the nu
hypothesis is true, it can be shown that the two mcan squares MSTr and AMSE arc
independent and that their ratio

100
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Que-wav ANOVA fable

or Cure Tintey

( Hypotheses Test Concerning Mean
|
|

Aualvsis of variance Tuble :
Source of Degrees of Sum of squares ":';3‘ square
variation freedom (55) (! i
Treatment i—1=-2 577 =270 MSII'_—ZI 2
error n—k=12 SSE=32 MSE=
Toral N—I=1a [ssT=302

e-way

8.13.3 Method of one-way analysis of variance or on
classification
Set 1. Setup hypotheses )
Nult hypothesis:  Hy: jy=pn= . . . =, ie. kindependent
population means are equal. ) -
Alternative hypathesis: Hy: g # iy # . . . # jig 1., the k indepen ns of the
population means are not cqual. In other words, at least fwo mea
populations are not equal. ’
Step 2. Levet of significance (a): choose most commonly used @= 5% unless
othenwise stated.
Test statistic: Under null hypothesis /1, test statistic is given by
FoM8Tr _ Variance benween samples

MSE Variance within samples
where,  MSTr = SSTrik-| ; MSE = SSEIN -k

sstr=shyni-5)

2 2
SSE =2y 5 (ry 1) =0 -5) +. . ..
Onc-wuy ANOVA Table

Step 3,

2
+3 ("4 'ﬁ)

Source of Degrees of | swm of | mean F ratio
Paviation freedom | squares | square(MS)
Treatments k-1 SSTr | MSTr=8STr/k -1 _MSTr
Error Nk SSE__|MSE=SSE/N-k |" T MSE
N-1 [ssT
Stepd. Degree of freedom df)=tk-1,N=k
Step 5. Critical value: Obtain the critical or tabulated value of the fest statistic
F from F-1able at the pre-specified level of significance for df (k=1,N=k)
Step 6. Decision:
() Ifthe calculated value of Fis less than or equal to the tabulated value of F, then
we accept /4y, i.e., population means of 4 independent populations are cqual.
(i) Ifthe calculated value of Fis greater than the 1abulated value of F, then we

reject Hy i.e. population means of k inde,

Suppose 3 drying formulas for

pendent populations are uncqual,
p
following times observed.

curing a glue are studied and the
ITU, BE, 2068 Magh (Back))

Formula Titme
A 1310] 8fns]-
8 131114 )14(-]=
C 4 1] 3] 424

Construct ANOVA tab

I¢ and test for the cquality of the mean curing times,
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Solution:

Step 1. Setup hypotheses

Null hypothesiss Hot g = 1o = Hs i 1.e, there is no g

in the mean curing times.

jve hypothesis: Hy: g # f = fi3; e there iy sy
Alh‘r’m'w;x:"r"'cl;cncc in the mean curning times. ant
1 of significance (a): Since a‘is not given we take g« *
ok sistic: Under Hy, test statistic as
MSTy _ SSTi/ k-1
[ ="\iSE = MSE/N-k
& = number of samples (treatments)
servations.
= Total number of observa
Nt Calculation of MSTr and MSE
2
4 ("1 -71)

8 (J'.‘—)_’.')z
| n | =

13
10
8
11

Step 2.
Step 3.

=0

Test sta

(o}

13 0
11 4
1
1

14
14

LW e [

L= b Oowvw

8

Tyi=50 ‘_'(rw_-’,): =i [ Z =52 | 5(,-7) =6
n.| =5.m=4.n;=6, N=m+nm+ny=15

7 =10,7:=13,7 =3,k=3 )

Grand mean or mean of sample means is

]

Iy=18

T Zh T mT tnFetmTy 50452418
Y*N=" N~ ° 15 15
\2
sstr=Slyn, (=5) =m (=) +m(-5) + n;(is-r)
= 5(10-8)" +4(13- 8)+ 6(3-8) = 270
; e © 3
ssE=%iy 3 (v, 5) =20 -7 ) + (v -%) + Zs-)

=18+6+8=32
32
Now AMSTr = fSTT;‘ = 32_1()‘ =135 and MSE =% 153 el
Analysis of variance Tuble for Cure Times
Source of Degree of Sum of Mean
Variation Freedom SquarcSS) | Squarc(MS) 5 I
Between samples k-1=3-1=2 | SSTr=270 biSTr =133 F’—)l—ff |
(treatnieny) = 50617
Within - Samples N=k=15-3 SSE=26 MSE = 2661
=12
Toral 15-1=14 SST =302

Step 4. Degree of frecdom: df=(k-1,N-k)=(2,12)
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5 critical value: Tabulated value of F at a=5% of significance for (2,12) df. 3 Probability and Statistics For Engineers
qp® Coygyie Foonean™ 3.89 e SSTr
' e e § i SrsTe e M SSE 26
P pecisivh Since F =50.62 > Fgos 212~ 3.89 -1 3.1 ° and MSE= 1= T3 217
qep S0, Ha Can'nol be ncccpte_d. H_cncc, we conclude that there is significant | One wav ANOVA table
difference 10 the mean cunng times. .?}mu.rr. of Dcgree of Sum of ,\Ic;l_’——j F-ratio 1
" Three randomly ;e'lccted groups of chickens are fed on three different Bﬂl'umon Freedom Squarc(SS) Square(ALS)
1 ’ Tl & 4 ; X i eiween k- 1=3-1=2 S. =
fach grouP consists of five chickens. Their weight gains during a s ; ¢ 2 STr=10 1o _
Ic:&d of time are as follows. b Eigeciied 3 samples ST =7 =3
s 3 : E (treatment
P (Diers [alal7]718] R e e IS R
‘ Dictll 13145611 i sl | = SSE=20 | ygp=in =217
- | e
] D”’””!G \ 1 1.7 l 1 18 §7 Total 15-1 = 14 SST =136
Test the hypothesis that mcan gans of weights due 10 the three diets are equal. ’ Stepd.  Degree of frecdoin. df =(k-1,N-h)=(L 12)
golution® 4 Step 5. Critical value: Tabulated value of F at =5% of significance for 210 df
step 1+ Set up hypotheses : 53,89 1.6 Fuunsy = 389
Null Il)'pn”lesi.ﬂ Hoo fty = i = Jy 3 i€,y {here is no significant difference [ Step 6. Decision: Since F = 2.304 < Fosyan=3 9 ’ ‘
in mean weight gains duc 10 different diets. ; jfh Iiy is accepted Hence, we conclude that there 15 1o significant
Alternative hypothesiss Hy: f # Hy # 4133 i.c., there is significant $ ifference in mean weight gains duc to different diets.
tilff'crcncc in mcal} \\-clgh‘l gains .duc 1o different dicts. 3 m (Conducting a one-way analysis of variance)
Step 2. Level of significance (a): Since ais not given we take = 5% =003 § Suppose that each Jaboratory measures (he 1in-coating weight of 12 disks and
Step 3. Fest statistic: Under H,, test statistic is r' that the results are as follows
MSTr _ SSTr/k-1 # Loboraron A]Loboraior B [ Tahoratory C[Lakoratory D
F="SE = MSE/N-k i 0.25 018 019 (BE
0.27 0.28 0.25 030
k = number of samples (treatments) 3 R ST 7| R
N = Total number of observations. 0.30 023 0.24 028
Caleulation of MSTr and MSE ? 0.27 0.25 0.18 024
Diet I () = )2 3 0.28 0.20 020 0.34
p 1=h E 032 027 028 020
5 | -3 0.24 0.19 021 0%
0 a3 0.26 022 0.20 0.28
-7 it L = el
0 £ 021 029 021 022
0 B 0.2% 016 (K 021
0 “aF Construct an analysis of variance table.
) 3 Solution: The totals for the &k = 4 samples all of sample size n, = 12 are, res ccuvely,
Z(\'-— ¥ .) =2 P
: X 3.21.2.72, 2.76 and 3.00: the grand total is T = 11.69; and the calculations required

{0 obtain the necessary sums of squares are as follows:
A
N=N=Zm=12+12+ 12+12=438

"y =5,n;—r'5,n,=5. N=m +pa+my =15

§y=6, Ty=5 F =7 k=3

Grand mean or mean of sample means is T2 (1.69}

. i ———=284
T'——"T: =E,L, lr,T;=11]?l +nﬁ?~+n~‘i‘1=30+l"§+35=6 € ‘N ~’;9 ga10
2 1 & SST= T Iy 5= C

? S =(0.25) + (02T .. F (0.21)° — 2.6470 = 0.0S09

k =\o =, --:2 ’?-"-14' -y ¥ :
SSTr=Li=1 N (y,—y) =n (3’1')) +"l(‘2 .‘) "3()’ )) 1 ; r,-z (1) o (767 (3007
4 ; SSﬂ'=S;,,T—C=T+T+——1:‘+—l—r—2847(J=0(113n

=5(6- 6) +5(5- 6y +5(7- 6 =10 ] .
SSE=3hy D (vs __rl): = \'(\', -Fl)' + Z(vz —)"z)‘ + z()’: —,V)
—.-14+l0+2=2(€

SSE = SST-85Tr = 0.00809 — 0.0130 = 0.0679

5 T T L R RS
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Thus, we vy the

followmy analysis of variance table:

Suurce of Degree of | Sum of mean F
Vartation freedom | Square(s$) square(A1S)
Lahoratoriey 3 0.0130 0.0043 2.87
f‘f:rur 44 0.0679 0.0015

Totul 47 00809

Since the i e
nee the value oblamed for £ exceeds 282, the value of Fes with 3 and 44

carees of free ¢ i i
- of freedom, the pul) hypothesis can he rejected at the 0,05 level of
ificance; we conclude that the V

d laboratorics arc not obtaining consistent results,
mple49; (C @emparing mean shear srengide at three roof locations)
mm;\;op[:'”i:full':c |:I]'\]T"ls.”i“” of the collapse of the roof 1 of a building, a testing
difﬁ'rem—m: = a EIC d}'-llhhlc holts lh.'{l connected the 3‘lr:c] slructure at 3

Pusttions on the roof, The furces required 1o see each of these bolts (coded

values) are ag tollows

83 [91 | -
89 | 95 | 86

| Posnon 1| 9]
[ Posinon 2 | 105 [ |
[posmon 3] g3 w0 |
Perform an analysis of variance to test at the 0.05 level of significance whether

the differences among the sample means at the 3 positions are significant.
Solution:

Step 1.

Null hypothesis: AN =g =
Alternative hypothesis. The 4/ s are not all equal.

Step 2. Level of significance: a= (.05

Step 3. Criterion: Rejeet the null hypothesis if £ > 3.74. the value of £,y for
A-l=3-1=2andN-k=17 =3 = 14 degrees of freedom, where Fis to
be detenined by an analysis of variance.

Step 4. Calewlations Substituting ny = 6, uy = 7, m =4, N=17,T = 523,

T, =661, Ty=2346T= 15,30 and
ZZ_I'; =138, 638
into the computing formulas for the sums of squares, we get

2
ssr=:33,633_5137—0=933
523° 6617 346 15307
STy ==+ TTE T e

and, $SE=938-234=704
The remainder of the work is shown in the following analysis of variance table:

Source of Degree of | Sum of mean F
[m;-ml:’un frecdom Synares(SS) square(MS)
Puosiions 2 234 17 2.33
Errer 14 704 503
[ Torat 16 938

Step 5. Decision: Smee F = 2.33 does not exceed 3.74, the null hypothesis cannot
be rejecred. We cannot conclude that there are differences in the mean
shear strengths of the bolts at the three different positions on the roof,
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Probubility and Statistics For Engineers

2 rarietics of wheat each grown

. The output of three varie ; % 4 plots of
given below. Analyze the data and set up an ANOVA wble, Sy ik 'flw :
4 i W

difference are significant at =005 level. . 55201;“,,,; y
Varteties of wheat yeild tones /hactre by
A 6 1 3[R
8 s 5313
C 5 4 3 4
ion: One way ANOVA Table _ _
Somn-;r-i"“' of variations | d.f Sum_of squares | mean squares| F rario
Treaiment k-1=2 |SSTr=8 MSTr=4q
Error N-K=9|55k=24 MSE=267 |F<) 45
Tortal 11 SST=32

Since Fgosan =4.265> F. Hy 1s accepted ; 1.e., no significance,
( -

Exercise 8

Theoretical Questions

Discuss the difference between Null Hypothesis and altemative hypothesis

1. ( - sner
: / 4 : hesis. |70, g,
; . Also explain the type of errors in testing hypol . BE, 2038 ghug
example . 061 Ashwin /062 fofl’m/f)ﬁl Shrawan/ 85 Kariik/ g4 (Imm’;
2. Discuss the two tailed and one tailed test of hypothesis and yive the SIU2NON whey
we use these tests? |TU, BE. 2063 Avliwin/ 065 Chautral 087 Vungy
3. Discuss the major steps to be adopted by researchers in testing of hypothesis
‘or Explain clearly the procedure generally followed in the testing of hypotiesis
\TU, BE, 2056 Bhadra/ 057 Bhadra/ 062 Baishuhh/ 063 Kartik/ 064 Shrawan/ 085 Ko
4. (a) Explain the following tenns: (i) Statistic and parameter;
(i) Level of significance; (iii) Critical region and value
[TU BE 084 Poush/ 065 Chaitra’ 687 Shrgnan|
(b) Differentiate: (i) critical and acceptance region
(i1) Type I and Il errors |TU 8, 2941]
5. What condiion must be met so that z-test can be used to test 2 hypathess
concerning a population mean? Also write errors arising in testing hypothesis
|TU, BE, 2064 Poush] ‘ : ,
6. Discuss the errors of hypothesis with example., Which error is more rishy
|TU, BE, 2066 Mugh|
7. What are the assumptions for t-test? Describe the procedures of testing mean tor st
sample case with population standard deviation unknown?  |TU, 8E, 2067 Mangi|
8. Distinguish between level of significance and confidence limits. o
|TU, BE, 2067 Mangsir'26e8 Bisit}
9. Write down the steps for testing hypothesis of population mean for the bige simy'
size, \TU, BE, 2068 Baairi|
| < of I ot
10 What are assumptions for Z-test? Describe the procedutcs of testing proporid i
1L, BE 2067 ons
: vt of sigmficawt
1. What are assumptions of r-1est? Describe the procedure of test of sigais
between two means for small sample } i
ITU, BE, 056 Bhadea/ 057 Bhadra/ U538 Sranan 042 5
| i ceones the test of stopficas®
12, Discuss the difference between t-est and 2-lest. Discuss the test of si20

mean of large sample,
|TU, BE, 2061 Ashwins 062 Buishakhs 2067 Shrawan|
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ons of t-test? Describe the ¢ . PR
1] “halﬂrcassumr“ i " procedure of the test of significance of
; for sampk case. |TL, BE, 2062 Rkadra/ 064 Shrawan”068 Vagh)

2068 Magh

e Jarge sample lestvfm the equality of two population means.
D 2042 Badr 3063 Kartik|

I,,“'hnl pasis we give decision of test of hypothesis? Describe the tost procedure

{ ¥ JI,|.|cst. oree) l : ITL’t RE, 063 Avhadrv 2064 Shrawans 2067 Mangir|

< with suitable exampie at what circumstances res, :
 Discus s rescarcher should apply pair
pest " L 17U, RE, 2063 Karuk|
geplin the assumptions of t-test and distinguish between large sample and small

" gmple est of significance. (U, BE. 2064 Puwni|
When and for what purpose 't* test of significance is used? \TU. BE. 2045
1 p_;scri"“hc proccdure aof test of significance between two means for g,m'“ “ ll
|1L. BE. 2065 Chaitra/ 2067 Mangsir] SR Sple
| Gyplan the procedure of test of significance for the difference between two means
h for large samples. ITU, BE 2068 Jestha/2068 Magh (Bach)|

n “Whydo we need ANOVA? Explain the weaknesses of Z- test and £ -test,
. Explain bricfly about one way ANOVA.

Numerical Problems
«t for single mean

All cigarcttes presently on the market have an average nicotine content of at least
1.6 mg per cigarette. A firm that produces cigarettes claims that it has discovered a
new way 1o cure tobacco leaves that will result in the average nicotine content of a
| cigoretie being less than 1.6 mg. To test this claim. a sample of 20 of the firm's
cigarettes were analyzed. If it is known that the standard deviation of a cigarette’s
nicotine content is 0.8 mg, what conclusion can be drawn. a1 5 percent level of
significance. if the average nicotine content of the 20 cigarettes is .53 mg ?
[Hint: Ha: 02 1.6 versus Hy ;g1 < 1.6, Reject Hn)
1 A moped manufacturer hypothesized that the mcan miles per gallon for its moped
" is 115.2. 1t takes a sample of 49 mopeds and finds that sample mean to be 117.4 per
gallon. If the population standard deviation is known 1o be 8.4, test the hypothesis
| that the true mean miles per gallon is 115.2 against altemative hypothesis that it is
s ; greater than 115.2 using the 0.05 significance level.
[Ans : |z = 1.83. Reject 1) ITU, MBA 2082|
. A sample of 900 members has 2 mean of 3.4 cim and standard deviation 2.61 ¢m.
' Can the sample be regarded as anc drawn from a population with mean 3.25 cm.
. Using the level of significance as 0.05. is the claim acceptable? Also calculate the
i - 95% confidence limits for the population mean.
[ ] [Hint Hy : g = 3.25 versus H, #3.25, | = 1.72. Accept Ho. C.1. for ji=1(3.23,3.57)]
. An insurance agent claims that the average age of policy holders who insure
through him is less than the average age for all the agents, which is 30 years. A
tandom sample of 100 policy holders who had insuted through him gave him the
following age distribution:

e

Age (yrs) 16-20]21-25 [ 26-30 | 31-35 36-40
Ao of persons 12 22 20 30 16
200
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Caleulate
- ulate the mean and s.d. of the sample and use these varables to test his claim at
5% level of sigmificance.

[Mint: ¥ =288, 5= 6135, Hy: =30 versus #, - 1< 30, |- = 1 89 Reject Ho)
A sample of 50 pieces of a certam type of string was tested. The mean breaking
strength turned out to be 145 kgs Test whether the sample 1s from a batch of
strings having a mean breaking sirength of 156 kgs and standard deviation of 2.2
kes. (Mint: Ho: j0=15.6 versus 41 £ 156, | = | = 3.53, Reject /]
|TU, BIE. 2067 Mangsir’ A8 2039
The mean breaking strength of cable supplied by a manufacturer is 1800 with
standard deviation 100, By a new techmique m the manufacturing process, 1t 1s
claimed that the breaking strength of the cables have been increased. In order to test
this claim a sample of SO cables is tested. Tt s found that the mean breaking
strength is 1850. Can we support the claim at 0.01 level of significance?
[Hint: Mo 20 1800 versus My - > 1800, Mats tejected] (Pokhara Uni, RE, 2001}
Suppose that we want to investigate whether on the average men carn more than
S20 per week more than women in a certain industry If sample data show that 60

men cam on the average ¥y = $585 per week with a sd. of 51 = S31.20. while 60

women ¢arn on the average X’g = $532.20 per weck with a standard deviatien of 53
=536.40, what can you conclude at 0.01 level of significance?

[Ans: z = 2,07, the data fail 1o confirm the hypothesis that the men eam in excess of 20"
week more than women)

Z-test for difference

1.

An cxamination was given ta two classes consisting of 40 and SO students
respectively. If the first class mean mark was 74 with standard desiation of &, while
in the second class the mcan mark was 78 with s.d of 7. Is there a sigmificance
difference between the performance of two classes at a level of significance of
(a) 0.05 and (b) 0.01. Also construct the confidence interval for (sn—gi2). the
difference of means, at a=0.05

[Ans : (a) H = 2.49, Reject Hoi (b) Y| =249, Aceept Ha, C1 =1(-7.148.-085)]
To investigate a possible "built-in" sex bias in a pradvate school entrance
examination, 50 male and SO female graduate students who were rated as above
average graduate students by their professors were selected to participate in the
study by a actually taking this test. Their test results on this exammation are

summarized in the following table: |TU, BE, 2064 Poush}
Males Females
S 720 9
7 \ 693
< | 103 55 |

n | 0| 50
Do these data indicate that males will, en the average, score higher than females of
the same ability on this exam? Use a =005
[Mint: Hoz oy = gz versus i > R Il = 13.89, Rejeet Ho)
A study on expenditure behavior of tourists in Nepal revealed that the average
expenditure of 100 Enropean tourist per day is NRs. 9200 with s d of NRs. 600.
Also, the average expenditure of 100 Amernican tourits per day is NRs. 10,000 with

10
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Hypotheses Test Concerning Mean

The following radiation reading was obined from television g
c 7- ‘: :
standard deviation of NI

5play an
)
. . ent stores: 0.40, 0.43, 0.60, 0.15, 0.50, 0.0 0.36 My
= Rs. 500. Can you conclude that the expenditure behavior of sample of 10 d'—P“”‘”“_’ AT, . RERTATT
European and American tounsts are same? . the recommended limit from this type Olr::h-a:: upou;lrc 1505 Amwf
o ) b . e i al distnoution with me R
[Hint: ke 2= 5%, k)= 10 242, Reject Hy) |TU, MBS, 2059) that the observation come {from a nornal di n With mean H
4. In selecting a st

phur concrete for ¢

: ¢
the frue ey,
s important th

B ey e &
oadway construction in regions that experience el

conductivity 1o At the chosen concrete have a Iow. value of thermal

inize subsequent damage due 1o changing temperatures.
Suppuse two ypes of concrete, a graded agpregate and a no-fines agpregate, are
being considered for certain road Following table summarizes data from an
st 1 tompare the two types of concrete. Does this informatien
sugpest that true

average conductivity for the praded concrete exceeds (hat for the
no-fines conerete? Use g test at r= 0.01.

at of radiation in television display area in all departmens g
amou
heavy frost, i j

s My 2 u> 0.5 using level 0.05% level of significance.

0.5 versus fiy* [Hint: Set Jio: = 0.5 versus H - u>0 S)ire. g, .

! cpecification for a certain kind of nylon nbbon call for a nican memg s.:m:;,'l

8. Thespe ds. 1f 15 pieces of such nylon nibbon (randomly selected frop o thef
200 POun"& breaking strength of 198 2 pounds with a standard devigiion 0f42 ‘ %
‘8;;; I:I\Li:ncvu;cncc support for required specification? Test yt o Oos'lﬂ““

| f‘!l’f,]

e TR S RO R R RO DT R et

i e
ipnificance [Hint: Set o p=200 versus Hy - < 200) 70, gg 245y Baidy
sign! ' ints different production lots J
] Sanple average conductivity Sample S.D 9. Givena random sample of 5 pints ﬁc_)m } i P nlots, we way, 1016
Graded 04356 0.187 ) hether the fat content of a certain kind of ice cream exceeds 149, What ¢z \e
b ; i whe . ¢ i =
0359 0.158 = conclude at the 0.01 level of significance about the null hypothesis 4 = 14y, iy
[Mine: Mz gy = gy versus B an > gt e = 336 Rejeet L) le has the mean ¥ = 14.9% and the standard deviation ¢ = 04y,
i samp |Ans 1= 47, Reject i
f-test for a single myean %
" 00 >, ¥ ifference of means
L A random sample of 16 valuss from a normal population showed a mean of 41.5 1 t=test for dilfe
nche

s and sum of squares of deviations from this mean equal to 135 square inches.
Show th

Al the assumption of o mean of 43.5 inches for the population is not

reasonable. Obtain 95% and 99% fiducial limits tor the sume,

[Ans: [f] = 2,067, 14, is rejected, 95% limit for g = (39.902, 43.098); 99% limits for n=
(39.29.43.71)) : 1TV 2053)

2. A company claims that the mean hife time of its electric bulbs is 28 months. A

1. Two diffcrent types of drugs Dy and Dy were applicd on cenam patery i

A increasing weight at interval of one week mnclpcnud. I—rum lh.e followey

observation, can you conclude that the second drug is more effective in gy
weight, use 1% level of significance.

EHE 2 |13 |9 3 s |0 |9 ]

D: 10 8 12 15 6 1 12 |1

¢

random sample of 10 bulbs has the tollowing Life in months: 24, 26, 32, 28, 20, 20,
23, 24, 30 and 43, Test the cluim of the company at

[Hint: Sct Ha @ gy = 2 Versus Hyzpn < piy = 1208 <1761, Hyis ggeepicd]
obtain 95% fiducia! limit for the population mean

For a random sample of 10 pigs fed on dict A, the increases in weight (in s a2

? “r:uin period were 10, 17, 13, 12,9, 8, 14, 15, 6 und 16 For unuther rnden
C . . ! .
:almlc of 12 pigs fed on dict B, the increase in w eight in the same period were 1§

18 l8 21, 23,10, 17, 12, 22,15, 7 and 13. Test whether dicts A and B dif
sig‘n':tilcam]y as regards their effect on increase in weight |7, 34

% level of significance and

[Ans: Hy is accepted, (22.92, 33.08)] |TU Modc!|
3. The National Bureau of Standard has previously reported the value Se (Selenium)

i NBS orchard leaves 10 be 0.080. A random sample of size n = 6 give the
following detenminations 0.072, 0.073, 0.080. 0.078, 0.088, 0.080. Docs the dala
contradict the previously reported value? — [Given: for 5d f Pl = 2.571) = 0.05]

[Mint: 1y 4= 0.08 versus 4 # 0.08. (| = 0 6356 <2.571, Accept Hy)

|Pukiiara, uni, BE, 2002)
4. The manufucture of Shilpa clectric bulbs clams that have a mean life of 25 months.

[Hint: Hy oy = gy versus T 2 i # i, [t = 1.50 < 2.080, Hq 15 accepted) i
3. The monthly advertising expenditure of a company for two products 4 and B zs
follows:

3
s
I
% 3
o
£
1
A
E
-5
H
ks
]
3
S
=
*
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3
£
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%
[
€
1
¥
i
Ed
&
3

Expenditure in Rs ;J
A random sample of 9 such bulbs gave the fullowing values: fonth Product A Product B
Life in months: 24, 26, 32, 28, 20, 20, 23, 27 and 34. Can you regard the January 100 |75
manufacturer's clnm o be valid at 5% level of signilicance? j;r February 120 200
[Mint: ¥ =26, 5% =23.75,1 = 0.62, Accept [} [T, 2052 MRBA| '; March 125 250
5. A random sample of size 16 showed a mean of 52 with u standard deviation 4, Test 2 April 145 225
the hypothesis that the mean of the population s 50. ; v 150 200
[ADs: 1] =2 <42, 0y = 2131, Hy is accepted) 1TU, MBS 2065 1) ¥ e 140 |10
6. The height of 10 adult males selected ot random from a given locality had mean :'.: Tl 200 200 st
158 em and variance 39._0(\ cm. T_c.\t at 5% level of significance the hypothesis that »:_5 Teihiereaiitilane culente 1o conehute fhat ihe SVerge ex?:-fr:: e
the adult male of the given locality are on the :wc:"agc less than of 162.5 c tall. x.\ on product B is more than that on product A? | [Hint: § [w.w”m
(Given for 9 degree of freedomr =+ 1.8‘3 for one tailed test) (7, BE: 2056 Rhadra) b Hu: < g (Let tailed test) [ = 3.52 > 1782, Hyis rejected]
[Mint: Set g2 = 162.5 versus 42 < 162.5 and solve] S
-390- _-‘; Al
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Sample of sales in sim?lar shops in towns A and B regarding a new product yielded
llowing information:
portown A : X1 =345, 241 =38, X =228, m =11
Fortown B2 F=443, T =40, 2% =222 m=9
s there any evidence of difference in sales in the two towns? Test at 5% level of
significance. (Hint: Sct Hy : gy = iy versus H) 2 gy # oy, )] = 0.788, Hy is accepted)
Two harses A and B are tested according to the time (in seconds) to run a particular
track with the following results:
A |28 [0 [32 [ |3 [ [ ]
Fose | B |29 [30 |30 24 J271 [29
(i) Test whether you can discriminate between two horses.,
(i) Would you conclude that the horse A has greater running capacity than the
horse B ?
[Ans: () £ = 245, Reject Hy . Hence we can discriminate between two horses;
(ii) 1 = 2.45 Reject Hyand hence accept H1]
Mcasuting specimens of nylon yam taken from two spinning machines. it was
found that 8 specimens from the first machine had a mean denier of 9.67 with a
standard deviation of 1.81, while 10 specimens from the second machine had a
mean denier of 7.43 with 8 s.d. of 1.48. Assuminy that the populations sampled are
normal and have the samne variance, test the null hypothesis 4 — 4= 1.5 against the
alternative hypothesis g — th > 1.5 at the 0.05 level of significance.
[Ans: = 0.96, Accept Ho]
The heights of six randomly chosen sailors are inches: 63, 65, 68.69. 71 and 72.
Those of 9 randomly chosen soldiers are 61, 62, 65, 66, 69, 70, 71, 72 and 73.
Discuss in the light that these data throw on the suggestion that sailors are on the
average taller than soldiers.
[Hint: Ho: g0 > 4, Jr{=0.09 < 1.76, Accept Ho ITU, MBA 2050/ P.U. BE 2002/2009]

Paired t-test

1.

Marks of 8 students before and after tujtion is given below:

1 2 3 4 5 6 7 8
[Beforetuition |50 |54 (52 |s3 |48 |51 53 |54
|After tuition 54 |57 54 55 52 56 |56 |55

Can you conclude that tuition has benefited the students?

[Hint: sct Ho : fo = jay versus Hy g <ty 1|=648> 1.895, Ho is rejected)

In a manufacturing company the new modern manager is in a belief that music

enhances the productivity of the workers. He made observation on six workers for a

week and recorded the production before and after the music was installed. From

the data given below, can you conclude that the productivity has indeed changed

due to music: (TU, MBA 2056]

Employee 1 2 3 4 5 6
Weck without music | 219 205 226 198 209 | 216
week with music 235 186 | 240 | 203 | 221 205

[Ans: 1| =0.477, Hois accepted]
A speeial coaching class on Mathematics subject in a group of 10 students field the

Lo

Probability and Statistics For Engineers

Tollowing change in score : 8, 10, =2, 0. =5, =1, 9, 12. 6, 5. Test at 5% Jevel of
significance whether the coaching class was cftective or not
(Ans: 1 =229 Hats rejected ) 17020591

Sales of new clectronic item in six stores before and after special prumoh“n-ﬂ

4,
program are ohseny ed as follows: \TL 20871
Store 1 2 3 4 5 6
Sales before campagn |50 [30 |31 a8 |55 (42
ales atter campaign [S2 129 A0 |52 [So |45
can you judge the special promotional Frogram a suceess 2
(@=001) [Ans =158 Hais accepted]
5. The sales figure of a ttem in six shops before and after an adverlisenent 1s gIven as
(Foe [5_[25 _[3 [ [%0 |
T I I R
Test whether the advertisement was effuctive’ |TU, BE 2068 Jesthal
ANOVA
1. Two horsc A4 and 8 were tested according to the time (in second) to nun the
particular track with the following results TV 20531
[Tore A 0] 12[32] 3
7
Test whether the two horses are cqually consistent or net”
[Ans. F = 103 Hyis aceepted]
2. The following table represents the sales of three salesmen in four different districts
District Sales figire (000) sales persons
A 8 [4
Kathmandu | 14 20 16
Lalipur 12 23 15
Bhaktpur (10~ 20 10
Palpa S 18 12
Test whether there is any significant difference in the sales of different districts.
[Ans: F =055, Hyrs accepted] (70 2257
1, Test whether two populations have the same vanance or not from the following
| Sample | Sample 11
m=1 n:=6
T(n-7) =320 <(1:-7) =350
|Ans: F= 131 Hy1s accepted] (17U 2057
4 The following are the numbers of mistakes made in S successive days for 4

technicians working for a photographic labaratory:

Technician | Technictan 11| Techmeian 1l Technician [
6 14 10 9
14 9 12 12
10 12 7 N
§ 10 15 10
11 14 Il 1

Test at the level of significance @ = 0.0i. whether the differences among the 4

sample means can be attibuted to chance. [Ans. £ = 068, not significant]
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6.

Hypotheses Test Concerning Mean

Given the

following abservations collected

according to the one-way analysis of
varance design,

Treatment [

6 14 |5 |- |-

Treatment 17 |13 ] 10113]12]-

Treatmeny 11t H'?_ 9 (1= |-

Lecatment [V]3 |6 I {4 |1

a) 0y

Decompose cach ()bscr\nliun)'u as

Ve =¥+ (j", -_'\‘:) + (-.r, —f,) and obtain the sum of squares and degrees of
freedom for cach component,
b)  Construct the analysis of vanance table
using = (.05 [Ans: (a) SSTr = 204, wi
with 11 degrees of freedom; SST = 23§
22.0, significant at v = 0.05]
A completely randomized design experiment with 10 plots and 3 treatments gave
the following resulys. Perform the analysis of v
treatinent etfects,

and test the equality of treatments
th 3 degrees of freedom; SSE = 34
with 14 degrees of freedom (b) F=

ariance for the significance of

Plor no, | 2 3 4 5 6 7 8 9 10
Treatment B B C A C C 4 B 4 g
Yield 10 4 12 3 8 7 5 6 4 7
[Hint
Observation Treatment
L 7 B C Total
| 3 10 | 12 25
2 5 4 8 17
3 4 6 7 17
3 - 17 71°= 1
Totul 12 27 27 60

[Ans: F=3281, H,is accepted]
To find the best drrangement of instrument on a contro] pancl of an airplane, 3
different arrangements were tested by simulating an emergency condition and

observing the reaction time required to correct the condition,. The reaction times
(in tenths of a second) of 28 pilots (randomly assigned to the different
armangements) were as {ollows,

Arrangement | | 14 T13 |9 15 | 11

13 14 | 1]

Arrangement2 | 10 | 12 |9 7

1] 8 712 |9 10 [13T9Ti0)
Arrangement 3 | || 5009110 6

8 8 7

Test at the level of significance o = 0.01 w

hether we can rej
that the differences

ect the null hypothesis
among the arrangements have no cffect.

[Ans: £ =113, significant a1 0.01 level)

i
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